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Abstract of the contribution: The intent of this proposed KI is to study 5GS assists in collaborative AI/ML operation involving 5GC and/or AF for Vertical Federated Learning. 
1	Discussion
[bookmark: _Hlk513714389]The proposed KI is applicable to WT#2 i.e.,
[bookmark: _Hlk154393912]-WT2:  Study whether and what potential enhancements are needed to enable 5G system to assist in collaborative AI/ML operation involving 5GC/NWDAF and/or AF for “Vertical Federated Learning (VFL)”. The work will be based only on and limited to the scope of justified use cases. 
NOTE 7: RAN and UE aspects are out of scope. Solutions based on interactions between the application client and 5GS are out of scope. The necessary communication between AF and UE application client to support the collaborative AI/ML operation is understood as no normative procedure impact. Horizontal FL procedure defined in R18 should be taken into account and reused whenever possible.
NOTE 8: coordination with SA6 is required.
Vertical Federated Learning (VFL) is a federated learning setting where multiple parties with different features about the same set of users jointly train machine learning models without exposing their raw data or model parameters [1]. The Horizontal Federated Learning (HFL) has already been well studied in R18. However, due to the differences in term of data partitions, HFL and VFL adopt very different training approaches, as
· HFL refers to the FL setting where participants share the same feature space while holding different samples
· VFL refers to the FL setting where datasets share the same samples/users while holding different features.


For VFL, each party keeps both its data and model locally but exchanges intermediate computed results. Each party in the VFL owns a separate local model after training. Therefore, the VFL also performs collaborative inference which is different than the HFL.
Based on the background information above, VFL is a suitable method to support the 5GS cross-domain AIML operation. 
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2. Proposal
It is proposed to agree the following key issue into TR 23.700-84
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[bookmark: _Toc155796954]5.1	Use Cases
5.1.0	Guidelines
Editor's note:	This clause provides some guidelines for the use cases of FS_AIML_CN. 
Table 5.1.0-1: Mapping of Key Issues / Solutions to Use Cases
	Key Issues / Solutions
	Use Cases

	
	<Use Case #1>
	<Use Case #2>

	#1
	
	

	#2
	
	


[bookmark: _GoBack]
Editor's note: 	Table 5.1.0-1 provides mapping of Key Issue(s) / Solution(s) to use case(s). 

5.1.y	Use Case #y: < Use Case title>Using VFL to support QoE prediction between NWDAF and AF
[bookmark: _Toc155796955]5.1.y.1	Description
Editor's note:	This clause provides a description of the use case for FS_AIML_CN. 
5GS includes several domains and for this release R-19, we only consider the 5GC and AF. For the 5GS assistance in collaborative AI/ML operation between 5GC and AF for Vertical Federated Learning, one of the use cases is QoE prediction. There are several issues related to the QoE prediction:
· QoE is an application related subjective information, measured in KQI, and cannot be expressed quantitatively (i.e. objectively, mathematically expressed); 
· Network performance parameters in the form of QoS metrics (e.g. packet delay, bit rates, packet loss etc.) cannot identify specific service; 
· Application cannot identify the user experience (i.e. QoE) until the service is delivered.
Currently, NWDAF relies on AF to provide input data as a label, i.e. QoE, to derive the analytics, however, AF may prefer not to share the QoE target directly with 5GC since label is the most important information from the AF perspective when performing the AI/ML operation. By leveraging the VFL, AF can indicate the target feature related to the QoE to 5GC without sharing the QoE as the real objective. 
For the VFL support in the 5GC to collect the related data from different NFs, the different NFs (e.g. AMF, SMF, PCF…) can also be treated as a different domain, in case the NWDAF can’t directly get the NFs local data. VFL can be used to collect the same set of UEs related data in different NFs without exposing the raw data. The NWDAF already supports the HFL framework by defining the NWDAF server and NWDAF client in R18. The VFL can reuse this framework. For example, the NWDAF server has the label information and NWDAF client has the sample. NWDAF server can initiate the VFL to collect the same set of UEs data through NWDAF clients. 
VFL also has its own advantage to reduce the traffic volume cost of data transfer. Many organizations have their own data lakes and, typically, there are two types of costs involved: storage and data transfer. For the latter, as data size grows it becomes too heavy to lift since it requires high bandwidth and stable network connections to transfer large amounts of data [2]. By leveraging VFL, the local data and model are not transmitted. Only the intermedia results would be exchanged between the different parties of which the data size is significantly less than transmitting the raw data and model.
[bookmark: _Toc26386412][bookmark: _Toc26431218][bookmark: _Toc30694614][bookmark: _Toc43906636][bookmark: _Toc43906752][bookmark: _Toc44311878][bookmark: _Toc50536520][bookmark: _Toc54930292][bookmark: _Toc54968097][bookmark: _Toc57236419][bookmark: _Toc57236582][bookmark: _Toc57530223][bookmark: _Toc57532424][bookmark: _Toc153792589][bookmark: _Toc153792674][bookmark: _Toc155796956]5.2	Key Issues
5.2.x	Key Issue #x: 5GS assists in collaborative AI/ML operation involving 5GC and/or AF for Vertical Federated Learning.<Key Issue title>
[bookmark: _Toc26386413][bookmark: _Toc26431219][bookmark: _Toc30694615][bookmark: _Toc43906637][bookmark: _Toc43906753][bookmark: _Toc44311879][bookmark: _Toc50536521][bookmark: _Toc54930293][bookmark: _Toc54968098][bookmark: _Toc57236420][bookmark: _Toc57236583][bookmark: _Toc57530224][bookmark: _Toc57532425][bookmark: _Toc153792590][bookmark: _Toc153792675][bookmark: _Toc155796957][bookmark: _Hlk500943653]5.2.x.1	Description
Editor's note:	This clause provides a description of the key issue for FS_AIML_CN. 
This key issue is applicable to WT#2 for enabling 5G system to assist in collaborative AI/ML operation involving 5GC/NWDAF and/or AF for “Vertical Federated Learning (VFL)”.
In order to enable cross-domain AI/ML coordination, VFL is a suitable method to support the 5GS cross-domain AIML operation. 5GS includes several domains and for release R-19, we consider the 5GC and AF domains only. 
For the 5GS assistance in collaborative AI/ML operation between 5GC and AF for Vertical Federated Learning, one of the use cases is QoE prediction.  Currently, NWDAF relies on AF to provide input data as a label, i.e. QoE, to derive the analytics, however, AF may not be able to share the QoE target directly with 5GC since label is the most important information from the AF perspective when performing the AI/ML operation. By leveraging the VFL, AF can indicate the feature related to the QoE to 5GC without sharing the objective of the QoE target. 
For the VFL support in the 5GC, the different NFs (e.g. AMF, SMF, PCF…) can also be treated as a different domain, in case the NWDAF can’t not directly get the NFs local data. VFL can be used to collect the same set of UEs related data from different NFs without exposing the raw data. The NWDAF already supports the HFL framework by defining the NWDAF server and NWDAF client in R18. The VFL can re-use this framework. 
NOTE: As an example of re-use, as the NWDAF server has the label information and NWDAF client has the sample, NWDAF server can initiate the VFL to collect the same set of UEs data through NWDAF clients.
This Key Issue aims to study architecture enhancement to support VFL, which allows 5GS assists in collaborative AI/ML operation with the following aspects:
· The registration and discovery of the capable NWDAF to support Vertical Federated Learning
· Whether, how and what information is required by the 5GC to let the 5GC perform VFL with the AF for the specific use case
· Whether, how and what information is provided by 5GC to the AF to enable the 5GC to perform VFL with the AF for the specific use case
· How to support the feature alignment and data sample alignment between 5GC and AF or in the 5GC when performing VFL
· How to coordinate between NWDAF server and NWDAF client to support VFL in the 5GC with minimum signaling overhead
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