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[bookmark: _Hlk526665839]Abstract of the contribution: This paper proposes update to the evaluation and conclusion for KI#4, Category-2 in TR 23.700-81.
Discussion
23.700-81 clause 7.4 evaluates in “category-2”, methods for DCCF and MFAF relocation. This contribution corrects assertion in the analysis, adds additional insights to the evaluation and proposes a conclusion aligned with the evaluation. The additional insights include:
1. Analysis for solution #44 asserts: “Unlike NWDAF relocation, where the target NWDAF may need the same data and ML model from the source NWDAF in order to have consistent analytics performance, nothing is really needed by the target DCCF from the source DCCF”. However, when a DCCF processes notifications as defined in TS23.288 clause 5A.4, it maintains state information while notifications are processed to determine requested metrics. This is similar to the NWDAF maintaining state information while determining analytics, That information needs to be transferred to a target DCCF to prevent loss of data. For example, if processing entails determining the average and variance of a parameter over a period of interest (e.g. for Location Reports, the average and variance of the time interval between TA boundary crossings for the past 4 hours), the partially computed metric in a source DCCF needs to be sent to the target DCCF. Without this, information is lost and the consumer receives incorrect results.

2. When an MFAF is deployed, the issue described above (in “1.”) also applies to MFAF relocation. Solution #44 does not support MFAF relocation, however the MFAF performs formatting and processing, and state information associated with partially computed metrics needs to be transferred from the source MFAF to a target MFAF or information will be lost and the consumer will receive incorrect results. 

3. While the Solution #44 procedure has fewer steps compared to Solution #12, it is not necessarily more message efficient. In Solution #44 ,when a UE moves to an area served by another DCCF, the entire procedure needs to be repeated for each consumer, including possible interactions with an NRF to discover a DCCF. In Solution #12 the procedure is executed once, there is a single interaction with the NRF and consumers are updated with a new Subscription Correlation ID in the last step. 

4. Solution #44 requires all DCCF Service Consumers (NWDAF, AMF, SMF, NEF, AF, etc.) to be upgraded to support reception of a notification from the DCCF that the UE can no longer be served, which subsequently triggers the Service Consumer to select a new DCCF, whereas Solution 12 impacts the DCCF and MFAF.

Proposal
It is proposed to add the following to TR 23.700-81.
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[bookmark: _Toc113350355][bookmark: _Toc113351213]7.4	Key Issue #4: How to Enhance Data collection and Storage
According to the Table 6.0-1, solution#12 and #41 to #46 are proposed for Key Issue 4.
Table 7.4-1 gives the comparison of candidate solutions and the corresponding solutions can be classified into four categories:
Table 7.4-1: Comparison of solutions for Key Issue#4
	Solutions
	Aspects addressed for the Key Issue
	Impacts on services, entities and interfaces

	
	Category-1:
ADRF stores types of data other than historical data and analytics
	Category-2:
DCCF relocation
	Category-3:
Dealing with buffer overflow of data producer due to muting notifications
	Category-4:
ADRF/NWDAF data management enhancement
	

	12
	
	
√

	
	
	Data consumer, DCCF, MFAF.

For DCCF and MFAF relocation, new services defined.

	41
	
	
	
√
	
	Data producer.

New parameters defined for existing services.

	42
	√
	
	
	
	ADRF, NWDAF.

For ML model storage, new services defined.

	43
	√
	
	
	
	ADRF,DCCF, NWDAF.

For ML model storage, new services defined.

	44
	
	
√

	
	
	DCCF.

New parameters defined for existing services.

	45
	
	
	
√
	
	Event Consumer NFs (DCCF, NWDAF),  Event Producer NFs (AMF, SMF, etc.).

New parameters defined for existing services.

	46
	
	
	
	
√
	NWDAF, DCCF, MFAF, ADRF.

 New services defined.



The solution evaluation for Category-1 is the following:
	Models are trained and retrieved from NWDAF containing MTLF. ADRF is suggested as an intermediate storage of models, before NWDAF containing AnLF retrieves them. Nothing prevents an NWDAF containing AnLF to retrieve the models directly from an NWDAF containing MTLF, this service is already available in Rel-17. Adding ADRF as an intermediate storage adds multiple ways to retrieve models, increase number of NFs included and thereby complexity and increase signalling between NFs. Models are viewed as business secrets and shall be protected. Model privacy when storing models in ADRF may be a concern, therefore, SA3 needs to investigate how to securely store the model without leaking privacy information.
	In Rel-17, MTLF provides the model storage URL and FQDN information to the AnLF. In other words, the MTLF manages the repository where models are stored, obviously this repository is standardized in R17. Therefore, since the ADRF function is built to maintain a centralized repository for AIML operations across the network, it is logical that ADRF can be reused to store the ML models. In addition, saving the ML model generates the additional signalling, in R17 it is hidden under the implementation, now it has been shown due to the standardization of the procedure.
The solution evaluation for Category-2 is the following:
	Solution#12 proposes that the source DCCF initiates the DCCF and MFAF reselection due to UE mobility. Target DCCF (MFAF) gets the data subscription and pending outputs from the source DCCF (MFAF). This solution is aligned with the purpose of deploying a DCCF, which is managing the complexity of subscriptions on behalf of the data consumer. Indeed, the benefit of the solution is that the data consumer does not need to resend the data subscription to the target DCCF and data/notifications are not lost during the process. Also, the solution provides a procedure to cover MFAF re-location, in case MFAFs are deployed separately from DCCF. The solution works when the data subscription is for single UE, not for group UE or any UE.
	Solution#44 argues that it is good enough to terminate the data subscription to the old DCCF and the data consumer does the DCCF selection and subscribes to the new DCCF due to UE mobility. Ulike NWDAF relocation, where the target NWDAF may need the same data and ML model from the source NWDAF in order to have consistent analytics performance, nothing is really needed by the target DCCF from the source DCCF. Therefore, Solution#44 proposes a simple and clean solution that the old DCCF terminates the subscription and the data consumer select and subscribe to a new DCCF, which has no impact to the current standards.
We observe the following:
1.	When the DCCF processes notifications as defined in TS23.288 clause 5A.4, it maintains state information while notifications to determine requested metrics are processed. That information needs to be transferred to a target DCCF to prevent loss of data/information. This is supported by Solution #12 but not by Solution #44.
2.	When an MFAF is deployed, the MFAF maintains state information during processing. That information needs to be transferred to a target MFAF to prevent loss of data/information. Solution #44 does not support MFAF relocation with context transfer while Solution #12 does.
3.	While the Solution #44 procedure has fewer steps compared to Solution #12, it is not necessarily more message efficient. In Solution #44, when a UE moves to an area served by another DCCF, the entire procedure needs to be repeated for each DCCF consumer, including possible discovery of the new DCCF via queries by each consumer to the NRF. In Solution #12 the procedure is executed once with consumers updated with a new Subscription Correlation ID in the last step. 
4.	Solution #44 requires all DCCF Service Consumers (NWDAF, AMF, SMF, NEF, AF, etc.) to be upgraded to support reception of a notification from the DCCF that the UE can no longer be served, and subsequent Service Consumer selection of a new DCCF, initiation of a new subscription and termination of the old subscription. Solution 12 only requires the DCCF Service Consumers to receive updated subscription correlation ID information from the DCCF.
The solution evaluation for Category-3 is the following:
	Solution#41 proposes that when the buffer of the data producer is about to overflow, the data producer informs the data consumer that it cannot keep the muted notifications and send all the muted notifications to the data consumer.
	Solution#45 covers Solution#41 and it also proposes that the data consumer can provide exception instruction to the data provider and the data provider will make the final decision on how to treat the muted notifications when its buffer is overflow.
The solution evaluation for Category-4 is the following:
	Solution#46 proposes enhancement for the ADRF/NWDAF data management. In particular, data consumer can provide Storage Handling Information to ADRF/NWDAF. In addition, ADRF/NWDAF is also provisioned with the storage policy of the operator. Note that, despite all the data belongs to the operator, it may not be enough to only have the storage policy applied at the data storage. Enabling Storage Handling Information from individual data consumer allows an operator to deploy flexible rules and to gain more granular control over the desired policies. Also, it is possible for the data consumer to be informed if some data is to be deleted.
	Furthermore, Solution#46 proposes the option in which DCCF maintains the data storage information, so that it executes tasks towards the data storage on behalf of the data consumer and informs the data consumer about the data deletions on behalf of the data storage.

*** Next change ***
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1.	For Managing Impact of storing data in NFp during muting, Solutions #41 and #45 are adopted for normative work.
2.	For ADRF / NWDAF Data Storage Management, ADRF is configured with operator policies for data storage as defined in Solution#46.
3.	For storing ML models in ADRF, MTLF can store ML model in ADRF based on MTLF policy. ADRF shall not duplicate the functionality provided by MLModelProvision Service.
Editor's note:	Detailed procedures, service operations and corresponding parameters on how MTLF stores the ML model in ADRF are FFS.
5.	For DCCF Relocation, Solution 12 supports both DCCF and MFAF relocation and is adopted for normative work.
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