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Abstract of the contribution: This contribution proposes conclusions for Key Issues #1 and #2.
1. Discussion
[bookmark: _Toc352077766]This contribution proposes conclusions for Key Issue #1 and Key Issue #2.
In TR 23.700-60 Key Issue #1 description says:
The objective of this Key Issue is to study how to enhance 5GS to better support the coordinated delivery of application traffic streams that are related to each other and belong to a single UE. In particular, this key issue will study:
-	Whether and how to enable, for a single UE, policy enhancements for delivering related tactile and multi-modal data (e.g. audio, video and haptic data related to a specific time) for an application to the user at a similar time (e.g. QoS policy coordination).	
-	Potential enhancements to policy control to support coordination handling at the application.
-  Whether and how interaction between AF and 5GS is performed for application synchronization and QoS policy coordination between multiple QoS flows of a single UE.
While Key Issue #2 description says:
This key issue will study how to enable application synchronization and QoS policy coordination for Multi-modal Data flows among multiple UEs.

In particular, this KI will study:
-  Whether and how to enable for multiple UEs the delivering related tactile and multi-modal data (e.g. audio, video and haptic data related to a specific time) with an application to the user at a similar time, focusing on the need for policy control enhancements (e.g. QoS policy coordination).
-	Potential enhancements to policy control to support coordination handling at the application.
-	Whether and how interaction between an AF and the 5GS is needed for QoS policy coordination among multiple UEs.
In practice both KIs study the same issues with KI#1 considering only a single UE involved in a multi-modal application traffic flows while KI#2 considers the possibility that multiple UEs are involved, e.g., supporting different media types. It seems best to solve the more general problem with multiple UEs as that will solve also the single UE problem as a special case.
It is clear that accurate synchnorization across traffic flows needs to be perfomed between the endpoints using timestamps in application or transport protocols such as in RTP and possibly even common clock provided by protocols such as PTP. There are standardized ways to negotiate and perform such synchnorization with RTP, RTCP and SDP with session setup performed by SIP or WebRTC. 
This does not however mean the network such as 5GS plays no role in this and should be oblivious to which traffic flows belong to the same application context. For instance, if a group of flows need a synchronized representation at the receiver, this is done according to the flow with longest delay between the data generation and consumption while the data from other flows keeps waiting in the receiver buffers. From the network perspective it means that delaying just one flow affects all others, i.e., faster delivery of the other flows will only increase their buffering time at the receiver. Knowing which traffic flows are synchronized between the sender and the receiver can help the 5GS to adjust their Packet Delay Budgets better than when only flow specific QoS requirements are provided. 
Similarly it is useful for the 5GS to know if there are traffic flows which are critical to the application Quality of Experience in such way that if those flows cannot be admitted to the network or their QoS requirements cannot be met, the whole application becomes unusable. In that case admitting or serving the other flows is not useful. 
Based on this it is proposed to conclude that the Application Function should be able to tell to the 5GS essentially three pieces of information:
· Which flows belong to the same group
· Which flows in the group are synchronized with each other between the sender and the receiver
· Which flows in the group are critical for the QoE of the application
This information can be used to improve the group level policy generation (5QI mapping and PDB selection with the knowledge of flow synchronization) at the PCF and assist admission control and QoS fulfilment and QoS flow retention decisions (based on flow criticality) even at the RAN level.
With the hope of making the conclusions more acceptable they do not include specific mechanisms for, e.g., PDB adjustment such as special logic for Alternative QoS profiles but leave much of it for implementation under the auspices of existing standard mechanisms.
2. Proposal
[bookmark: _Toc510607499][bookmark: _Toc518306733]This paper proposes the following updates to TR 23.700-60 clause 8 (all new text) with respect to conclusions for Key Issue #1 and Key Issue #2. Both key issues #1 and #2 are concluded together as they are closely related and several solutions aim at resolving both key issues.

* Start of changes all new* 
[bookmark: _Toc49966755][bookmark: _Toc50390314][bookmark: _Toc50450156][bookmark: _Toc50450368][bookmark: _Toc50451590][bookmark: _Toc50451802][bookmark: _Toc50464482][bookmark: _Toc54378876][bookmark: _Toc54776470][bookmark: _Toc57373211][bookmark: _Toc73524093][bookmark: _Toc75324078]

[bookmark: _Toc97526931][bookmark: _Toc101526315][bookmark: _Toc104883169]8	Conclusions
Editor's note:	This clause will list conclusions that have been agreed during the course of the study item activities.
8.X KI #1 and KI#2
For the normative phase, it is concluded that:
· 5GS is enabled to support multi-modal flows for their coordinated delivery for one or more media types for one or more UEs.
· AF is enabled to provide infromation on the multi-modal flows for their coordinated delivery for one or more media types for one or more UEs via Nnef_AFSessionWithQoS service API. 
· The information from AF includes the following:
· identification of which flows belong to the same group, e.g., via a common flow group identifier associated with the flows 
· an indication of synchronized delivery policy for the flow group.
· a maximum delay difference threshold related to the synchronized delivery policy
· an indication of criticality of a flow within the flow group 
NOTE: Whether the maximum delay difference parameter is included with the synchronized delivery policy can be determined in the normative phase.
NOTE: Whether it shoud be possible for one flow to belong to multiple groups for flexibility for potential future use cases can be determined in the normative phase.
· PCF and TSCTSF – if involved – are enabled to receive the same information described above via Npcf_PolicyAuthorization service API and Ntsctsf_QoSandTSCAssistance service API, respectively.
· PCF uses the received information to associate the individual service flows to a common group and for generation and enforcement of the group level policies in the following ways:
· Flow criticality information is used for group level admission control enforcement by failing admission of all the flows in the group if the admission of at least one of the critical flows fails.
· Synchrnonized delivery group policy and maximum delay difference threshold can be used for enhanced 5QI and QoS parameter mapping beyond the flow specific QoS requirements.
· PCF and SMF map the flow group identifiers and policy information from service flows to QoS flows are provide the information to RAN. 
· RAN is enabled to receive the group and policy information described above mapped from service flows to QoS flows. No new normative procedures or mechanisms are defined for RAN but the RAN implementation may use the new parameters, e.g., in the following ways:
· Flow group identifer and flow criticality parameter may be used for enhancing admission control and QoS fulfilment and retention decisions within a group of QoS flows or between groups of QoS flows served by the same RAN node.
	
· * End of changes * 



