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1.
Discussion
Adding solutions #12, #16 and #28 to the evaluation as those are addressing KI#5.

Solution #12: Enhanced charging for Application AIML traffic transport. This is related to KI#5 description on whether new 3GPP charging mechanisms are required for identification and charging of Application AI/ML traffic over the user plane that cannot be attributed or charged to the end user?

NOTE 2:
Charging aspects will be done in collaboration with SA WG5.

It proposes that the charging model and charging rates are based on analytics on service experience or performance for Application AI/ML traffic. It is already possible to assign a charging rate depending on the QoS characteristics, as such a Application AI/ML traffic that requires certain QoS parameters will be assigned the corresponding charging rate, even if for some reason RAN reports that GFBR, PER or PDB cannot be met, and this may impact the performance the PCF can change he assigned charging rate for the AI/ML traffic on this QoS Flow. In addition, the Analytics are predictions only so it is quite unlikely to charge the traffic based on predictions, as such it may raise customer complains or customers getting free of charge traffic for predicted low service experience, that will probably be confirmed when customers realizes that they can provide to the AF low service experience to get traffic free of charge.
Proposal 1: Conclude that charging models and charging rates do not depend on analytics.

Solution #16 will be discussed under KI#1, so it is not considered in this evaluation.

Solution#28 is proposed as the overall architecture framework and will only be further considered when all the KIs are getting close to be concluded.

1.1 Whether to use BDT to provide a prediction to the ASP on whether resources will be available

23.503 specifies BDT that consists of “a recommended time window for the background data transfer, a reference to a charging rate for this time window and optionally a maximum aggregated bitrate (indicating that the charging according to the referenced charging rate is only applicable for the aggregated traffic of all involved UEs that stays below this value).”. The PCF recommends a time window to the ASP, then if the time window is used a charging rate is applied under the assumption that the traffic does not go above a certain value.

However, when the network, such as PCF or NWDAF, provides an estimation on whether e.g. the latency required for AIML services will be achieved at a certain time window, or which is the time window that it is recommended for the transmission, there is no actions in the network associated to this estimation, i.e. no charging is to be applied, and no guarantee that the latency will be fulfilled, as such this is not a BDT policy.

Proposal 2: Predictions or estimations on whether the requested latency or packet loss rate can be achieved at a certain time window is not a BDT policy. This can be achieved by the PCF contacting NWDAF to estimate the time window when the AIML transmission may start according to predictions provided by NWDAF. This is not a PCF internal procedure.
Once the PCF provides a time window for the AIML traffic to start, if the AF provides a BDT policy ID (or similar), the BDT policy enforcement is defined as follows: The AF provides, to the NEF, the Background Data Transfer Reference ID together with the External Identifier (i.e. GPSI) or External Group Identifier of the UE(s) that are subject to the policy. The PCF retrieves the specific Background Data Transfer Policy from the UDR to generate PCC Rules that include the charging rate that was provided in the BDT policy to the ASP. However, if the PCF provides a time window for the AIML transmission to start, even if this is stored in the UDR and retrieved when the AF provides the BDT Policy ID it cannot be used to determine PCC Rules as no charging or QoS is provided to the AF as part of the BDT policy.
Proposal 3: The AF cannot use Nnef_ApplyPolicy given that there is no policy to apply, but rather Nnef_AFsessionwithQoS that is triggered at the time window provided by the PCF.
2.
Text proposal
It is proposed to agree the following changes vs. TS 23.700-80:
* * * * First change  * * * *
7.5
Key Issue #5: 5GC Enhancements to enable Application AI/ML Traffic Transport
The following table summarize the similarity and differences among the 3 solutions to address KI#5.

Table 7.5-1: Evaluation of KI#5 solutions
	Evaluation Criteria
	Solution#10
	Solution#11
	Solution#13

	Ability to define the application AI/ML data transfer window negotiation mechanism to support planned or event driven AI/ML data transfer.


	Solution#10 leverages the existing BDT Negotiation mechanism to enable the AF and the 5GC/PCF to negotiate the "Desired Time Window" for the application time transfer which may be scheduled in advance by the AF or initiated by the AF when it receives notification  from the event that AF has subscribed from the 5GC 
With the BDT mechanism, it the AF can plan for the resource reservation for the data transmission for a group of UEs even before the PDU sessions are established.


	Solution#11 does not provide any specific info on how to support the negotiated planned or event driven data transfer window.


	Solution#13 does not provide any specific info on how to support the negotiated planned or event driven data transfer window.  However, Solution#13 extends the AF Influence Traffic Routing feature which supports existing parameter "Temporal validity condition" to apply timing control to influence the traffic routing of the  application AI/ML traffic.

Solution#13 also introduces additional AI/ML Transport Configuration with the associated "Time validity" to the AF Influence Traffic Routing procedure which also provides some form of timing control on the data transmission.    

	Enhanced the existing AF Traffic Routing Influence mechanism


	No

For AI/ML data transmission that requires some support for the influence of the traffic routing, leveraging the AF Influence of Traffic Routing feature could be useful.  
	Yes

It proposed to extend the existing AF Influence Traffic Routing mechanism to leverage and extend the User Experience Analytics and DN Performance Analytic by coordinating with the R18 eNA Phase 3 work to support the traffic routing decision 
	Yes

It proposed to extend the existing AF Influence Traffic Routing mechanism to support additional AI/ML Transport Configuration to UE discovery of the Application AI/ML server 

	Extending the Service Experience and DN performance analytics to support the Application AI/ML traffic transport

NOTE: Corresponding to Principle#2 in the Moderated AP Discussions for KI#5
	Nothing was mentioned on these specific aspect
	Yes
	Nothing was mentioned on this specific aspect

	Ability to support different transport requirements for the application AI/ML traffic in the form of QoS as requested by the AF


	Solution#10 has proposed QoS extensions to the existing BDP mechanism to support QoS parameters:

Packet Delay Budget for UL/DL per UE;

Packet Error Rate for UL/DL per UE;

Packet Loss Rate for UL/DL per UE;

Guaranteed Bitrate for UL/DL per UE.


	Built-in capability in the existing AF Influence of traffic routing mechanism to support all 5G QoS 
	Built-in capability in the existing AF Influence of traffic routing mechanism to support all 5G QoS

	Pros: 
	
Enable 5GC to predict whether the latency requirements will be fulfilled for the traffic of  a group of UEs towards the AI/ML server . Including modifications of the predictions or the latency requirements. 
	Built-in mechanism in AF Influence of traffic routing mechanism to impact traffic path


	Built-in mechanism in AF Influence of traffic routing mechanism to impact traffic path

Introducing AI/ML Transport Configuration to support UE discovery of the Application AI/ML server 

	Cons: 
	

Not possible to predict other parameters such as Packet Error Rate using current Analytics.

Not possible to provide any estimation on whether a request for resources will success or not. 
	Solution#11 does not provide any specific info on how to support the negotiated planned or event driven data transfer window negotiation.


	Solution#13 does not provide any specific info on how to support the negotiated planned or event driven data transfer window negotiation.  


Analysis of solution#10, 23.503 specifies BDT that consists of “a recommended time window for the background data transfer, a reference to a charging rate for this time window and optionally a maximum aggregated bitrate (indicating that the charging according to the referenced charging rate is only applicable for the aggregated traffic of all involved UEs that stays below this value).”. The PCF recommends a time window to the ASP, then if the time window is used a charging rate is applied under the assumption that the traffic does not go above a certain value.

However, when the network, such as PCF or NWDAF, provides an estimation on whether e.g. the latency required for AIML services will be achieved at a certain time window, or which is the time window that it is recommended for the transmission, there is no actions in the network associated to this estimation, i.e. no charging is to be applied, and no guarantee that the latency will be fulfilled, as such this is not a BDT policy.

Predictions or estimations on whether the requested latency or packet loss rate can be achieved at a certain time window is not a BDT policy. This can be achieved by the PCF contacting NWDAF to estimate the time window when the AIML transmission may start according to predictions provided by NWDAF. This is not a PCF internal procedure.

Once the PCF provides a time window for the AIML traffic to start, if the AF provides a BDT policy ID (or similar), the BDT policy enforcement is defined as follows: The AF provides, to the NEF, the Background Data Transfer Reference ID together with the External Identifier (i.e. GPSI) or External Group Identifier of the UE(s) that are subject to the policy. The PCF retrieves the specific Background Data Transfer Policy from the UDR to generate PCC Rules that include the charging rate that was provided in the BDT policy to the ASP. However, if the PCF provides a time window for the AIML transmission to start, even if this is stored in the UDR and retrieved when the AF provides the BDT Policy ID it cannot be used to determine PCC Rules as no charging or QoS is provided to the AF as part of the BDT policy.

The AF cannot use Nnef_ApplyPolicy given that there is no policy to apply, but rather Nnef_AFsessionwithQoS that is triggered at the time window provided by the PCF.
Solution #12: Enhanced charging for Application AIML traffic transport. This is related to KI#5 description on whether new 3GPP charging mechanisms are required for identification and charging of Application AI/ML traffic over the user plane that cannot be attributed or charged to the end user?

NOTE 2:
Charging aspects will be done in collaboration with SA WG5.

It proposes that the charging model and charging rates are based on analytics on service experience or performance for Application AI/ML traffic. It is already possible to assign a charging rate depending on the QoS characteristics, as such a Application AI/ML traffic that requires certain QoS parameters will be assigned the corresponding charging rate, even if for some reason RAN reports that GFBR, PER or PDB cannot be met, and this may impact the performance the PCF can change the assigned charging rate for the AI/ML traffic on this QoS Flow. In addition, the Analytics are predictions only so it is quite unlikely to charge the traffic based on predictions, as such it may raise customer complaints or customers getting free of charge traffic for predicted low service experience, that will probably be confirmed when customers realizes that they can provide to the AF low service experience to get traffic free of charge.

Solution #16 will be discussed under KI#1, so it is not considered in this evaluation.

Solution#28 is proposed as the overall architecture framework and will only be further considered when all the KIs are getting close to be concluded.
* * * * Next change  * * * *
8.5
Key Issue #5: 5GC Enhancements to enable Application AI/ML Traffic Transport

Charging models and charging rates do not depend on analytics, as such the charging rate can be assigned based on the QoS profile for the AI/ML traffic, if the RAN indicates that GBFR ot PER or PDB cannot be fulfilled, the charging rate can be adjust based on operator policies.

The AIML AF can request sstatistics and predictions on whether PDB or Maximum PLR for the AI/ML traffic from/to those users that form a Federation can be provided by the network, the AF will provide the number of users that are candidate to run AIML traffic and a suggested time window. The AF request is provided to PCF, via NEF, then the PCF requests DN Performance Analytics from NWDAF that is also extended to provide average PDB or PLR for a list of users. The PCF can use the DN Performance Analytics to recommend a time window for the AI/ML transmission to the AI/ML AF. The AI/ML AF uses this recommendation to decide when to trigger a request for QoS using Nnef_AFsessionWithQoS.
* * * * End of changes  * * * *
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