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Abstract of the contribution: This contribution proposes a solution which addresses aspects of key issue #1. 

[bookmark: _Hlk514274591][bookmark: _Hlk520730635]1		Discussion
Among the key issues approved by SA2#149E for FS_eNA_Ph3, key issue #1 relates to enhancements needed in the 5GC to improve the correctness of NWDAF analytics.
[bookmark: _Hlk99450093]NWDAF containing MTLF offers a service operation called Nnwdaf_MLModelProvision_Subscribe used only by other NWDAFs for requesting an ML model, as shown in the Figure below. Note that each ML model can be used to perform or support a specific Analytics ID and, therefore, the input data that are used by the ML model can include some or all of the data sources that are defined as possible (optional) data sources for the respective Analytics ID.
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As described in 3GPP TS 23.288 clause 6.2A.1, when an NWDAF acting as service consumer invokes the Nnwdaf_MLModelProvision_Subscribe service of an NWDAF containing an MTLF, the MTLF may perform one of the following (before sending the Notify message of step 2 in Figure above):
a)	Select an existing trained ML Model to be provisioned.
b)	Trigger further training of an existing trained ML model before it is provisioned.
c)	Generate a new ML model to be trained and provisioned.
In cases b and c, the NWDAF containing MTLF may initiate data collection from NFs, DCCF, or OAM, required for the training of the ML model. Therefore, the decision of the MTLF among options a, b, and c may:
i.	lead to very different levels of computational load for the NWDAF containing MTLF.
ii.	increase the networking load on the NWDAF containing MTLF as well as on other Network Functions (NFs), while this increase may highly vary depending on how many data sources are used.
The decision of the MTLF among options a, b, and c is currently taken by the MTLF based on local, unspecified logic. Based on the information currently provided in the Nnwdaf_MLModelProvision_Subscribe request, even if the "required accuracy" is provided as well, the MTLF may decide in favour of options that lead to too high computational and networking overhead without any benefit (i.e., not really increased accuracy during the inference phase) compared to other options, which would put less load on the system.

More concretely, if an NWDAF service consumer subscribes to an NWDAF(MTLF) for an ML model for a specific type of analytics and the MTLF decides that the best option is to perform further training of an existing model or create a new model because it is expected to lead to higher accuracy, while it may happen that the accuracy achieved when the ML model is later used by the NF service consumer is not higher than the accuracy that would be achieved by an already trained and potentially also more lightweight model.
This solution proposes to enhance existing services by exchanging and using of information related to how inference will actually take place at the service consumer once the ML model has been received and put into action for enhancing and optimizing the ML model selection and provisioning (i.e., selection of trained model, trigger further training of an existing ML model, or generate a new model to be trained) performed by NWDAF containing MTLF.
2		Proposal
It is proposed to include the solution described below in FS_eNA_ph3 TR 23.700-81.


*** Start Change ***
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Table 6.0-1: Mapping of Solutions to Key Issues
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[bookmark: _Toc97271690][bookmark: _Hlk99450152][bookmark: _Toc326248710][bookmark: _Toc20147942][bookmark: _Toc23145942]6.X	Solution #X: Enhanced provisioning of ML model based on information about how inference will be executed
[bookmark: _Toc97271691]6.X.1	Description
[bookmark: _Toc326248711][bookmark: _Toc20147943][bookmark: _Toc23145943]This solution addresses aspects of key issue #1 on how to improve correctness of NWDAF analytics. 
When an NWDAF acting as service consumer invokes the Nnwdaf_MLModelProvision_Subscribe service of an NWDAF containing an MTLF, the MTLF may perform one of the following:
a)	Select an existing trained ML Model to be provisioned.
b)	Trigger further training of an existing trained ML model before it is provisioned.
c)	Generate a new ML model to be trained and provisioned.
In cases b) and c), the NWDAF containing MTLF may initiate data collection from NFs, AF, DCCF, or OAM, required for the training of the ML model. Therefore, the decision of the MTLF among options a, b, and c can:
i.	lead to very different levels of computational load for the NWDAF containing MTLF.
ii.	increase the networking load on the NWDAF containing MTLF as well as on other Network Functions (NFs), while this increase might highly vary depending on how many data sources are used.
The decision of the MTLF among options a, b, and c is currently (i.e., according to Rel.17 specifications) taken by the MTLF based on local, unspecified logic. Based on the information currently provided in the Nnwdaf_MLModelProvision_Subscribe request, even if the "required accuracy" is provided as well, the MTLF may decide in favour of an option that leads to high computational and networking overhead without any real benefit (i.e., not really increasing the achieved accuracy during the inference phase at the NWDAF containing AnLF) compared to another option, which would put less load on the system.
More concretely, if an NWDAF service consumer subscribes to an NWDAF containing MTLF for an ML model for a specific type of analytics, the MTLF may decide that the best option is to perform further training of an existing model (i.e., option b) or create a new model because it is expected to lead to higher accuracy (i.e., option c). However, it can happen that the accuracy achieved when the ML model is later used by the NWDAF containing AnLF is not higher than the accuracy that would be achieved by an already trained (i.e., option a). Further, based on how the NWDAF containing AnLF is using the ML model, the same accuracy might be achieved by a more lightweight version of the ML model.
According to TS 23.288 clause 6.2.1, an NWDAF containing AnLF, may:
-	use only a subset of the parameters and/or data sources specified as allowed input parameter for the analytics ID.
-	use only data from a reduced extend (e.g., duration, scope) of the data collection.
-	request different sampling ratios and/or partitioning criteria to the data source.
For example, an NWDAF containing AnLF, might determine to only use UE mobility information collected from AMF, but not use UE location information provided by OAM. Then, the NWDAF containing AnLF could use a potentially more lightweight ML model that was trained only on AMF data, resulting in the same accuracy of the analytics as when using an ML model that was trained on data collected from both AMF and OAM. 
This solution proposes to exchange and use information related to how inference will actually take place at the NWDAF analytics consumer once the ML model has been received. The solution also proposes enhancing and optimizing the ML model selection and provisioning (i.e., selection of trained model, trigger further training of an existing ML model, or generate a new model to be trained) performed by NWDAF containing MTLF.
In this solution, the ML model provisioning request includes inputs about the data used for inference, such as the actual data sources that will be used for inference, the granularity of input data that will be used for inference, and the target execution environment. Similarly, the ML model provisioning response includes information about the data (parameters and data sources) that have been actually used for the training of the model. The new parameters are described in table 6.x.1-1.
Table 6.x.1-1 Description of new parameters proposed in this solution
	Parameter
	Description

	Data used for inference
	This parameter provides information on the actual data sources that will be/have been used for generating the analytics (i.e., for the inference at the NWDAF containing AnLF). For the data sources to be used (e.g., AMF and OAM), further information can be provided in order to indicate specific instances or sets that will be used during inference, or specific parameters that will be collected from those data sources (e.g., UE location from AF and Application ID from AF, while all parameters except UE location from the AMF).

	> Granularity of input data
	The granularity of input data that will be used for inference may be expressed as minimum sampling ratio, maximum time interval, and/or total number of input values.

	Data used for training
	This parameter provides information on the actual data and data sources that have been used for the (re-)training of the ML model. It also provides information on the granularity of the used input data, the extend (e.g., duration, scope) of the data, the sampling ratio, and the partitioning criteria, if applicable.

	> Granularity of input data
	The granularity of input data that will be used for inference may be expressed as minimum sampling ratio, maximum time interval, and/or total number of input values.

	Target execution environment
	The information about the target execution environment includes, e.g., the computational capacity and the memory that will be available when performing inference with this model.



[bookmark: _Toc97271692]6.X.2	Procedures
Figure 6.x.2-1 illustrates the procedure for enhancing the provisioning of an ML model based on information about how inference will be executed. The procedure includes the request of analytics data from an NF service consumer, which may be the trigger for the provisioning of an ML model from the NWDAF containing MTLF to the NWDAF that acts as an NF service consumer for ML model provisioning (i.e., NWDAF containing AnLF).
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Figure 6.x.2-1. Procedure for enhanced provisioning of ML model based on information about how inference will be executed.
1.	The NF consumer subscribes an Analytics ID to an NWDAF containing AnLF, using the Nnwdaf_AnalyticsSubscription_Subscribe service operation.
2.	The NWDAF containing AnLF requests an NWDAF containing MTLF an ML model that can be used to support the Analytics ID requested in step 1, either because it has no model for this purpose or because the model(s) it has may not perform sufficiently well. Step 2 may be triggered by step 1, but it may also have been triggered by a different trigger before the execution of step 1. The request for the ML model is performed by sending an Nnwdaf_MLModelProvision_Subscribe request to the NWDAF containing MTLF with the addition of the parameters "data used for inference", the "input data granularity", the "target execution environment" and the "requested accuracy".
3.	The NWDAF containing MTLF selects an existing trained model or creates a new model to be provisioned and determines the level of further training of the model, based on the "data used for inference", the "input data granularity", the "target execution environment" and the "requested accuracy" provided in step 2. 
4.	The NWDAF containing MTLF determines the training data and data sources required for (re-)training the model determined in step 3 and collects the data from the determined data source(s). The NWDAF (re-)trains the ML model using the collected data.
5.	The NWDAF containing MTLF provides to the NWDAF containing AnLF the ML model using the Nnwdaf_MLModelProvision_Subscribe response, with the additional parameter "data used for training" indicating the data and data sources including the "input data granularity" used for the ML model training.
6.	The NWDAF containing AnLF uses the ML model received in step 5 in order to compute the analytics that were requested in step 1.
7.	The NWDAF containing AnLF sends to the NF consumer notifications with the computed analytics for the requested Analytics ID, adding information about which data and data sources have been used for inference. This information can be useful in order to determine the level of trust that the analytics consumer can have in the results received.
[bookmark: _Toc50134417][bookmark: _Toc57209990][bookmark: _Toc50557369][bookmark: _Toc50549055][bookmark: _Toc68086334][bookmark: _Toc55202363][bookmark: _Toc50134073][bookmark: _Toc50130759][bookmark: _Toc57366381][bookmark: _Toc19097][bookmark: _Toc101170914][bookmark: _Toc101336980]6.x.3	Impacts on services, entities, and interfaces
The solution has the following impacts:
-	Additional parameters ("data used for inference", "input data granularity", "target execution environment" and "requested accuracy") in the Nnwdaf_MLModelProvision_Subscribe and Nnwdaf_MLModelProvision_Notify service operations.
-	Additional parameters (data and data sources used for inference) in the Nnwdaf_AnalyticsSubscription_Notify service operation.
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