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Abstract: This contribution adds features in Solution#24 that the NWDAF can provide training status to the consumer. 
Discussion
Solution #24 focus on horizontal Federated Learning among multiple NWDAFs.
The general procedure for Federated Learning among multiple NWDAFs instances is given. In the procedure, the Federated Learning training steps are repeated until the training termination condition (e.g., maximum number of iterations, or the result of loss function is lower than a threshold) is reached. 
However, the requirements on accuracy and time, etc. at the consumer may change during the training process. Server NWDAF may be required to update training status to the consumer, and consumer may modify model subscription to NWDAF for update the model requirement. According to the request from the consumer, the Server NWDAF updates or terminate the current training process. 
Based on the above discussion, a new feature is added to Solution #24 for NWDAF providing training status to the consumer. 
Proposed Solution
The following text is proposed to be added to TR 23.700-81 v0.2.1.

[bookmark: _Toc500949097]********** Start of Changes ***************
[bookmark: _Toc101171010][bookmark: _Toc23303][bookmark: _Toc101337078]6.24	Solution #24: Horizontal Federated Learning among Multiple NWDAFs
[bookmark: _Toc101171011][bookmark: _Toc22064][bookmark: _Toc101337079]6.24.1	Description
This solution is proposed to address Key Issue #8: Supporting Federated Learning in 5GC.
Current enablers for network automation architecture by NWDAF still faces some major challenges as follows:
-	User data privacy and security (protected by e.g. GDPR) has become a worldwide issue, it is also difficult for NWDAF to collect UE level network data.
-	With the introduction of MTLF in Rel-17, various data from wide area is needed to train an ML model for NWDAF containing MTLF. However, it is difficult for NWDAF containing MTLF to collect all the raw data from distributed data source in different areas, because heavy signalling load may exist if it centralized all the data into the NWDAF containing MTLF.
In order to address the challenges, Federated Learning (also called Federated Machine Learning) technique in NWDAF containing MTLF could be adopted to train an ML model, in which there is no need for raw data transferring (e.g. centralized into one NWDAF) but only need for cooperation among multiple NWDAFs (MTLF) distributed in different areas i.e. sharing of ML model and of the learning results among multiple NWDAFs (MTLF).
During the FL training process, the Server NWDAF can inform the training status to the consumer based on the consumer’s request. The consumer could modify subscription to NWDAF for new model requirement. The Server NWDAF will update or terminate the FL training process accordingly.
This solution is mainly focusing on horizontal Federated Learning among Multiple NWDAFs, whose procedures are illustrated in the following clauses.
[bookmark: _Toc101171012][bookmark: _Toc21582][bookmark: _Toc101337080]6.24.2	Procedures
[bookmark: _Toc101171013][bookmark: _Toc16087][bookmark: _Toc101337081]6.24.2.1	General procedure for Federated Learning among Multiple NWDAF Instances




Figure 6.24.2.1-1: General procedure for Federated Learning among Multiple NWDAF Instances
1-3.	Client NWDAF registers its NF profile (Client NWDAF Type (see clause 5.2.7.2.2 of TS 23.502 [3]), Address of Client NWDAF, Support of Federated Learning capability information, Analytics ID(s)) into NRF.
4-6.	Server NWDAF discovers one or multiple Client NWDAF instances which could be used for Federated Learning via the NRF to get IP addresses of Client NWDAF instances by invoking the Nnrf_NFDiscovery_Request (Analytics ID, Support of Federated Learning capability information) service operation.
It is assumed an Analytics Id is preconfigured for a type of Federated Learning. Thus, the NRF can realize the Server NWDAF is requesting to perform federated learning based on the pre-configuration. And the NRF responds to the central NWDAF the IP address of multiple NWDAF instances which support the Analytics Id.
NOTE:	The analytic ID(s) supporting Federated Learning can be configured by operator.
Based on the response from NRF, Server NWDAF selects which NWDAF clients will participate.
Editor's note:	How to handle licensing condition between Server NWDAF and client NWDAF is left to FFS.
7.	Server NWDAF sends a request to the selected Client NWDAFs that participate in the Federated learning including some parameters (such as initial ML model, data type list, maximum response time window, etc.) to help the local model training for Federated Learning.
NOTE:	This step should be aligned with the outcome of KI#5.
8.	Each Client NWDAF collects its local data by using the current mechanism in clause 6.2 of TS 23.288 [5].
9.	During Federated Learning training procedure, each Client NWDAF further trains the retrieved ML model from the server NWDAF based on its own data, and reports the results of ML model training to the Server NWDAF, e.g. the gradient.
10.	The Server NWDAF aggregates all the local ML model training results retrieved at step 9 such as the gradient to update the global ML model.
11a. Based on the consumer request, the Server NWDAF updates the training status to the consumer using Nnwdaf_MLModelProvision_Notify service periodically (one or multiple rounds of training) or dynamically when some pre-determined status (e.g., some accuracy level) is achieved. 
11b. [Optional] Consumer decides whether the current model can fulfil the requirement e.g., accuracy and time. The consumer modifies subscription if the current model can fulfil the requirement.
11c. According to the request from the consumer, the Server NWDAF updates or terminates the current FL training process.
121.	[If the FL procedure continues] 	The Server NWDAF sends the aggregated ML model information (updated ML model) to each Client NWDAF for next ground model training.
132.	Each Client NWDAF updates its own ML model based on the aggregated model information (updated ML model) distributed by the Server NWDAF at step 121.
NOTE:	The steps 8-132 should be repeated until the training termination condition (e.g. maximum number of iterations, or the result of loss function is lower than a threshold) is reached.
After the training procedure is finished, the globally optimal ML model or ML model parameters could be distributed to the Client NWDAFs for the inference.
[bookmark: _Toc30079][bookmark: _Toc101171014][bookmark: _Toc101337082]6.24.2.2	Procedure for usage of Federated Learning in Abnormal Behaviour


Figure 6.24.2.2-1: Procedure for usage of Federated Learning in Abnormal Behaviour
1.	A Server NWDAF determines to train an Abnormal Classifier using the input data defined in Table 6.7.5.2-1 of TS 23.288 [5]). The Server NWDAF discovers two Client NWDAFs i.e. Client NWDAF 1 in Area A, Client NWDAF 2 in Area B that are participating in the license model as defined in step 7 in figure 6.24.2.1-1.
2.	Client NWDAF 1 and Client NWDAF 2 collect raw data from SMF and AMF, respectively. The data collection procedures from AMF and SMF are defined in step 2-3, clause 6.7.5.4 of TS 23.288 [5].
3-4.	Client NWDAF 1 and Client NWDAF 2 collect Exception information from AF, respectively. The Exception information is defined in clause 6.7.5.2 of TS 23.288 [5].
Repeat from step 5-8 until the training termination condition (e.g. maximum number of iterations) is fulfilled:
5.	During Federated Learning training procedure, based on the local raw data, Client NWDAF 1 and Client NWDAF 2 further train the retrieved Abnormal Classifier from the Server NWDAF, respectively.
6.	Client NWDAF 1 and Client NWDAF 2 respectively report the information of local training results for Abnormal Classifier (e.g. volume of the local dataset, parameters for update of the Abnormal Classifier) to the Server NWDAF.
7.	Server NWDAF aggregates all the local training results for Abnormal Classifier to derive the aggregated Abnormal Classifier information.
8.	Server NWDAF sends the aggregated Abnormal Classifier information to Client NWDAF 1 and Client NWDAF 2, and then, Client NWDAF 1 and Client NWDAF 2 update the its own Abnormal Classifier based on the aggregated Abnormal Classifier information distributed by the Server NWDAF.
After the training procedure is finished, the globally optimal Abnormal Classifier or Abnormal Classifier parameters could be distributed to the Client NWDAF 1 and Client NWDAF 2 as well as the new Client NWDAFs, if requested, for the inference.
[bookmark: _Toc101171015][bookmark: _Toc16366][bookmark: _Toc101337083]6.24.3	Impacts on existing nodes and functionality
NWDAF:
-	Registration into NRF;
-	New Data Analytics (i.e. new Analytics ID) for Federated Learning, which can be configured by operator:
-	As a server NWDAF:
-	Discover request to NRF with the analytics id corresponding to a federated learning
-	Client NWDAF instances discovery;
-	Initial Federated Learning parameters determination and distribution;
-	Collection of local ML model information from the Client NWDAF instances;
-	Aggregates local model information to update ML model, e.g. for gradient calculation, reporting to the Server NWDAF;.
-	Update the training status to Consumer (AF/NF/OAM) periodically or dynamically.
-	As a Client NWDAF,
-	Receive aggregated model information (updated ML model) from Server NWDAF and perform local ML model update.
NRF:
-	Server NWDAF and Client NWDAF registration and discovery.

********** End of Changes ***************
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