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Abstract: the objective of this contribution is to discuss the practicality of scenario as described in a 5GAA LS S2-2203633 [1], to acknowledge that such a scenario involving multi-PLMN interaction in a non-roaming context has never been explored by 3GPP and to enhance existing KI #4 and KI #5 in order to allow MEC/EHE Resource sharing as part of FS_EDGE_Ph2.
1. Introduction/Discussion
A typical V2X advanced driving scenarios (e.g., cooperative collision avoidance, emergency trajectory alignment and cooperative lane change) as specified in TS 22.186, can involve cars belonging to different car OEMs and Mobile Network Operators (MNOs). Under such situations necessitating cooperation among involved cars, there is a need to get data from multiple cars and to process it preferably in a single application server before instructing different cars in terms of what actions each needs to take (e.g., slow-down, pull-in,…) at an atomic speed in order to avoid collisions. In such a situation, involving multiple MNO-specific Edge Application Server (EAS) can jeopardize safety of involved cars. 
As mentioned in incoming LS S2-2203633, in terms of MEC deployment, there exist at least 4 different scenarios from 5GAA perspectives, 

1. Scenario 1 - Both MNO A and MNO B have MEC platform and MEC App X
2. Scenario 2 - Both MNO A and MNO B have MEC platform, but MEC App X is available only in MNO A
3. Scenario 3- Only MNO A has MEC platform and MEC App X

a) Scenario 3A - Only MNO A has MEC platform and MEC App X, requiring Local Breakout and N9 forwarding between local UPFs of MNO A and MNO B.   
b) Scenario 3B: Only MNO A has MEC platform and MEC App X where local DN of MNO B has required IP connectivity with an EHE of MNO A. 
Out of these, Scenarios 1 and 2 can generally be supported by existing Rel-17 specifications except some enhancements required in relation to KI #4, i.e. how to select a common EAS across different PLMN. This also applies to scenario 3.  
In all above scenarios, it is desirable to use a single EAS so that it can process all required data from all participating cars in a given location irrespective of their HPLMN association and subsequently notify its unified decision instructing what action to be taken by each car, for instance, in order to ensure safety.   

Observation 1: In order to meet certain latency requirements as necessitated by TS 22.186, use of a single EAS has to be ensured in multi-MNO Scenarios.
On the other hand, Scenario 3 requires some further enhancements. 
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Fig. 1: Scenario 3A: MEC/EHE Resource sharing among collocated MNOs using local N9 tunnel
As illustrated in Fig. 1, Scenario 3A requires to establish a N9 tunnel between two local UPFs but it is not HR roaming case. As listed in the incoming LS, there are several issues to be looked into. For instance, how an HPLM learns about exact application locations in one or many collocated PLMNs and related DNAI discovery, awareness of the related S-NSSAI in collocated PLMN, traffic routing etc. Given that these new issues may impact an existing architecture, e.g. PDU session establishment procedure, addressing all of these may require some more further discussion.
Observation 2: Scenario 3A would introduce a new architecture requiring some extensive analysis that cannot be completed within the current timeline of Rel-18 Study Item.
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Fig. 2: Scenario 3B: MEC/EHE Resource sharing among collocated MNOs using controlled IP Network
As illustrated in Fig. 2, Scenario 3B is quite similar to scenario 2. The traffic is routed to the local DN. Then the local DN establishes an IP tunnel to the peer side GW through some configurations. This allows MEC/EHE sharing among multiple collocated MNOs. In this case MNO B that does not have MEC platform for a required MEC App X in a given location can make use of EHE of another collocated MNO A. 
However, the 5GC of MNO B has to know exactly where a given MEC Application is located and how a given application traffic emanating from its own UE has to be routed such that it will destine to a MEC Application hosted by another collocated MNO A.
Observation 3: In Scenario 3B, there has to be a way for an MNO that does not have required EHE to know where exactly a closest MEC Application is located and how to route a given UE traffic to it. i.e. scenario 3B (and scenario 2) require operator B to provision the necessary EHEs of operator A as 3rd party EHEs of its own network.
2. Text Proposal
Based on points raised in Section 1 above, it is proposed to update KI #4 and KI #5 in order ensure the following:

1. use of a single EAS instance in cases where UEs belong to different HPLMNs – this applies to all 5GAA Scenarios 1, 2, 3A and 3B [2]

2. In the case of Scenario 3, in Rel-18 focus would be given to Scenario 3B only.
and hence, to capture the following in 23.700-48.
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* * * * 1st change * * * *

5.4
KI#4: Influencing UPF and EAS (re)location for collections of UEs

5.4.1
Description

Editor's note:
This key issue corresponds to Work Task #6 in SP-211638. This clause can be further improved based on contributions.

Investigate the potential need and solutions to influence of PSA-UPF and EAS (re)location for collection of UEs, e.g. in scenarios when UE(s) should use the same EAS and are not members of a pre-defined group, including the case where the UEs are registered to different PLMNs.

In particular, the key issue will study the following aspects:

-
whether and how to define a collection of UEs forming a dynamic ad-hoc group that should use the same EAS and/or same local part of DN and/or same DNAI and how the collection is identified;

-
whether and how to influence UPF and EAS (re)location for a collection of UEs that should use the same EAS and/or same local part of DN and/or same DNAI;

-
how to decide on a common local part of DN for the collection of UEs;

-
for a given collection of UEs defined in the above, whether and how to determine if any UE in this collection have no access to EAS or local part of DN, and whether and how to define any specific treatments for such UE if any;

-
how to handle coordination of the UPF(s) and EAS (re)location for collections of UEs;

-
whether and how existing mechanisms suffice;

-
whether and what improvements are required for EAS discovery and re-discovery for UEs belonging to a collection of UEs.
-  UEs are accessing the EAS via different HPLMNs, how to ensure the use of a single EAS.
5.4.2
Scenarios

Editor's note:
This clause will document the scenarios (and potential associated use cases) applicable to KI#4, if any. This clause will be removed if left empty.

There are use cases that UEs belonging to a non-predefined dynamic group should be treated the same way, and members of the dynamic group is likely to change dynamically, e.g. UE could join/leave the group randomly. For example:

-
Multi-user low latency Gaming: In such use cases, the Application client running on the UE are served by a particular application server which is the corresponding game hosting server i.e. Edge Application Server (EAS). This EAS provides gaming services and maintains individual UEs gaming profile, user level registration details, etc. These members could change dynamically over period of time. Also, due to maintenance purposes or due to overload situation EAS would require to be relocated to another one, thus moving all registered users to the new EAS.

-
Platooning: In case of platooning use case, all the member UEs involved have similar attributes and requirements, for example, all UEs in a particular platoon have similar mobility characteristics i.e. moving in the same direction and with similar speed, located in proximity to each other, and so on.
-
It is quite possible in a road traffic situations or multiplayer gaming, where participants seeking cooperation can belong to different PLMNs. For instance, advanced driving use case involving emergency trajectory alignment or cooperative lane change as specified in TS 22.186 [xx] often requires data from adjoining cars pertaining namely to command and multiple video streams needs to be processed preferably in a single Edge Application Server before triggering unified decision in terms of what action different cars needs to take (e.g., slow-down, give-way,) in order to ensure safety. It is a challenge to deal with an issue of how to coordinate the EAS selection for a given dynamic UE group.
5.4.3
Assumptions

Editor's note:
This clause will document assumptions applicable to KI#4, if any. This clause will be removed if left empty.
* * * * 2nd change * * * *

5.5
KI#5: GSMA OPG impacts and improvements for EHE operated by separate party

5.5.1
Description

As indicated in the LS out SP-210583 to GSMA Operator Platform Group (OPG) [6], the ongoing GSMA OPG work may have impacts on 5G architecture.
GSMA OPG introduced the concept of Federation of Operator Platforms introduced in GSMA OPG.02 [5], to allow Application Providers to reach a wider geographical area and user base. The following aspects shall be studied:

-
investigate potential impacts related to the GSMA Operator Platform Group work, and potential improvements related with 5GC network and EHE being operated by different organizations;
-
investigate potential impacts related to the GSMA Operator Platform Group work on EAS discovery;

-
how the 5GS facilitates edge relocation between an EAS deployed by a source EHE provider to another EHE deployed by a target EHE provider, even in scenarios when EHEs are operated by different service providers.

5.5.2
Scenarios

Clause 3.3.5 of the GSMA OPG.02 [5] requirement document introduces the Edge Node Sharing scenario in which EAS A (hosted by Operator A) is to be accessed by Operator B's network (see figure 2 of clause 3.3.5 of GSMA OPG.02 [5] in figure 5.5.2-1 below). The same modelling and solutions of a 3rd party provider hosting the EHE are considered. Under such circumstances, (existing or new) mechanisms should be available to allow a PLMN to use EHE resources shared by another MNO appropriately, i.e. allow a UE in PLMN B to access efficiently the EAS in PLMN A located in close proximity and to route the UE traffic to the identified EAS.
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Figure 5.5.2-1: Edge Node Sharing scenario as per GSMA OPG.2 [5]

In figure 5.5.2-1, the following terms defined in the GSMA OPG.02 [5] requirement document are used:

E/WBI
East/Westbound Interface

OP
Operator Platform

SBI-CR
Southbound Interface – Cloud Resources

SBI-NR
Southbound Interface – Network Resources

UNI
User to Network Interface

5.5.3
Assumptions

Editor's note:
This clause will document assumptions applicable to KI#5, if any. This clause will be removed if left empty.
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