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Abstract of the contribution: This paper proposes to update the Definitions of Terms and Annex.
1.
Discussion
LS Reply on QoS support with PDU Set granularity (S4-220505) reads as follows:
1. Any feedback/guidance on the definition of PDU Sets and video slices in the attached document S2-2201851.

In other implementations, receivers may use the data up to the first lost fragmentation unit to recover at least parts of the video data included in the NAL unit and apply error concealment afterward. In this case, the third part of the PDU Set definition (the application layer can still recover parts of the information unit, when some PDUs are missing) applies, but in this case the equal importance part of the PDU Set definition (which are of same importance requirement at application layer) may be misleading (Note that in this operation mode, as an example if the first packet of the PDU Set is lost, all other packets of the fragmentation units are useless, whereas of the last packet is lost, the decoder can use all packets except the last one. Obviously, in this example scenario, the first packet is “more important” than the last one).
…

On the definition of a video slice, no general definition exists, but some video coding specification such as H.264/AVC and H.265/HEVC make use of this concept and map video slices to NAL units. However, the current definition of SA2 in itself may be misleading for example (i) as a slice is typically not fully self-contained lacking parameter sets and/or relying on data sent in earlier video slices for spatial and/or temporal prediction, or (ii) the processing of a video slice in encoder and decoder is application dependent. In general, it seems unnecessary to understand the media codec specific details of video slices from SA2 perspective. SA2 should rather refrain from define video slices as it is not a network concept but may use the video slice as a possible example of an information unit (possibly with reference to TR 26.926).
Observation 1: Whether all the packets in a PDU Set are of same importance requirement at application layer should be considered on a case-by-case basis.
Observation 2: The definition of Video Slice is specific to several video coding specification such as H.264/AVC and H.265/HEVC and not a general definition. 
5. Provide feedback about the detailed traffic characteristics of XR media services in “Annex X (informative): Traffic characteristics of XR and media services” in the attached document S2-2201807. 
SA4 has reviewed the Annex and believes the traffic characteristics of XR media services in the Annex are not complete or not applicable to all media services. SA4 suggests SA2 not documenting the media specific characteristics in SA2 TR. For example, we would like to point to some of the issues currently documented in S2-2201807:

· The concept of I, P and B pictures dates back to MPEG-2 video and broadcast distribution and is not generally applicable to new codecs and in particular for low-latency applications. In modern video codecs, complex prediction structures are used that take into account application constraints, encoding complexity, latency and dynamic decisions in the encoding. This may result in irregularities, for example based on sequence properties. In particular for low-latency delivery with error resiliency, different flavors of encoding operations are in use such as GDR, multi-hypothesis prediction, in-loop filters, or long-term reference including synchronized reference buffers between the encoder and decoder. For low-latency as typically needed in XR, classical B pictures would not exist. 

· SA4 would like to clarify that video is not necessarily always constant frame rate, it can be variable framerate, for example there are systems that grab a frame from the camera when the uplink buffer is cleared, a video frame is rendered based on a trigger, event-based cameras get more popular, etc. Frame periodicity may be an application configuration option, as would be a variable framerate configuration.
Observation 3: The traffic characteristics of XR media services in the Annex are not complete or not applicable to all media services.
2.
Conclusion and proposal
As explained in clause 1 above, we can conclude that following updates on the Definitions of Terms and Annex:

· The same importance requirements at the application layer is not a general characteristic applicable to all media services, and hence it should be removed from the definition of PDU.
· As a specific concept only applicable to several video coding specifications, the definition of Video Slice should be removed. 
· As suggested by SA4, the traffic characteristics of XR media services in Annex should be removed.
It is proposed to include the following changes in TR 23.700-60.

* * * 1st change * * * 
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3
Definitions of terms, symbols and abbreviations
3.1
Terms
For the purposes of the present document, the terms given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].


PDU Set: A PDU Set is composed of one or more PDUs carrying the payload of one unit of information generated at the application level (e.g. a frame or video slice as described in [x] for XRM Services). All PDUs in a PDU Set are needed by the application layer to use the corresponding unit of information. In some cases, the application layer can still recover parts of the information unit, when some PDUs are missing.

Multi-modal Data: Multi-modal Data is defined to describe the input data from different kinds of devices/sensors or the output data to different kinds of destinations (e.g. one or more UEs) required for the same task or application. Multi-modal Data consists of more than one Single-modal Data, and there is strong dependency among each Single-modal Data. Single-modal Data can be seen as one type of data.

NOTE 1:
This definition was taken from TR 22.847 [6].
Tactile Internet: A network (or network of networks) for remotely accessing, perceiving, manipulating, or controlling real or virtual objects or processes in perceived real time by humans or machines.
NOTE 2:
This definition is based on IEEE P1918.1 [7].
.
* * * 2nd change * * * 
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