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Abstract of the contribution: This contribution proposes to include transport systems other than TSN transport as well.
1.　	Introduction
NTT DOCOMO fully supports a SID proposal in S2-2107297 on Study on 5G Timing Resiliency and TSC enhancements. That does not change irrespective of consequence of discussion here. An objective on "Support for low latency and low jitter" therein is also quite important. We only suggest to allow the objective to include transport systems other than the TSN transport as well.
2.	Discussion
2.1.	Cooperative DBA
ITU-T SG15 describes Cooperative DBA (dynamic bandwidth assignment) on PON (passive optical network) in Appendix IX in ITU-T Recommendation G.989.3 [1]. The following figure quoted from "Figure IX.2 – Uplink procedure by cooperation" in [1] explains how the Cooperative DBA works.

Figure 2.1-1: Uplink procedure by cooperation, quoted from Figure IX.2 in [1]
Station equipment and Child equipment are defined. A PON resides between a Station equipment and multiple Child equipment. An OLT, which manages the PON and ONUs, is located next to the Station equipment. An ONU, which the OLT manages, is located next to each Child equipment. The Station equipment and the OLT perform "cooperation".
Station equipment sends a UL data grant to a Child equipment. At the same time, the Station equipment sends this information of the UL data grant to OLT. OLT processes the information and sends a corresponding UL data grant for PON to ONU. By that, the Child equipment’s UL data arriving ONU does not need to wait so long to get a UL data grant for PON, but is quickly forwarded to OLT and further to the Station equipment.
NOTE:	O-RAN Fronthaul Cooperative Transport Interface Transport Control Plane Specification 2.0 - March 2021 (O-RAN.WG4.CTI-TCP.0-v02.00) [2] describes the case that the above applies to UE and gNB.
When you associate Station equipment with gNB DU and Child equipment with UE, you would see that this mechanism gets rid of unnecessary queuing of UE's UL data at the border of the radio part to the wireline part and shortens the latency of the UL data transmission. To this end, the system deduces a schedule of the wireline part from a schedule of the radio, and applies both those schedules simultaneously.
2.2	Generalization
We can generalize this mechanism and apply to TSC, as shown below in the figure.

Figure 2.2-1: Interworking with a transport network
We define a transport network between UPF and gNB CU UP. The transport network is not necessarily PON, but consists of a control node TNN3 and the actual transport part TTN3. Then we define an interface CTIN3 between SMF and TNN3.
gNB DU decides the radio scheduling (e.g. configured grants, semi-persistent scheduling), taking into account TSCAI that the gNB DU gets via gNB CU CP from SMF. We can assume gNB DU is ready to share information of this radio scheduling, since ORAN already specifies it. gNB DU sends the information via gNB CU CP via SMF via CTIN3 to TNN3. TNN3 processes the information and sends a corresponding N3 transport scheduling to TTN3. By that, TSC traffic can be forwarded without needs to wait in queues at both ends of the transport system. Lower latency and lower jitter is achieved.
We are wondering a sort of optical technology can be used for this transport system. After this study gets started, we can send LS to relevant external organizations, e.g. ITU-T SG 15, to see whether there is any benefit in interworking between 5GS and their specified transport systems, and to seek possibility of collaboration.
3.	Proposal
We would like to suggest to allow the description of an objective on "Support for low latency and low jitter" to include transport systems other than the TSN transport as well, i.e. to include transport systems that support a low-latency, low-jitter, periodic communication, such as those utilizing optical technologies. A potential change to the SID proposal is as follows:
Support for low latency and low jitter. 
· Study mechanisms for interworking with TSN transport networks. Study interworking mechanisms with TSN networks or other low-latency, low-jitter transport systems deployed in the transport network in order to support of E2E determinism and low latency communication and efficient N3 transmission 
· Study if it is beneficial to set the applications burst sending time based on feedback from RAN. Evaluate the expected performance improvements that may arise in comparison with the costs.
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