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FIRST CHANGE (All new text)
[bookmark: _Toc58920869]6.2.x.y	Trained ML Model Sharing in Federated Learning
According to the NWDAF services for model provision defined in clause 6.2.x.y above, the provider NWDAF can provide trained model to multiple NWDAFs for local training. In order to support federated learning, the provider NWDAF should distribute the model to multiple NWDAFs. 
The following characteristics should be supported in case of federated learning scenarios:
-	NWDAF registers in NRF and indicates location information and the capability of supporting federated learning.
-	NRF gathers the NWDAFs which has the capability and possibly in the same location into a federated learning group. NRF should provide all of the IP address/FQDN of group members if a discovery requests from other NFs.
-	After receiving the federated learning task from AF or UE, the provider NWDAF discover the NWDAFs which has the capability of supporting federated learning. NRF can response with a group of NWDAFs which act as the role of consumer NWDAF.
-	According to the federated learning task, the provider NWDAF can distribute dedicated or the same training models to the NWDAFs in group. The NWDAFs which participates the federated learning procedure can update the model itself and uploads to provider NWDAF. 
Detailed procedures for supporting federated learning task is described in clause Figure 6.2.x.y-1.


Figure 6.2.x.y-1: Procedure for Federated Learning among Multiple NWDAFs based on NWDAF services for model provision
1.	ML Model Consumer NWDAF or the NWDAF which can accept federated learning tasks registers in NRF. The register request includes the indication of whether supports the capability of federated learning and the location of NWDAFs such as DNAI as part of its profile in the NRF.
2.	The NRF stores the NWDAFs profile.
3.	NRF sends registration response to ML Model Consumer NWDAF or the Federated Learning Supporter NWDAF.
4.	The NRF has already stored multiples NWDAF profiles that supports federated learning. And, the NRF can establish a federated learning groups which contains the NWDAFs located in the same area and can accept the same kinds of federated learning tasks.
5.	From UE or AF, a federated learning tasks is received by ML Model provider NWDAF. And this NWDAF needs other NWDAFs for local training.
6.	ML Model Provider NWDAF or task distributer NWDAF sends discovery request of "MLModelProvision service" with a list of service parameters (e.g. Analytics ID) to NRF. This request includes the interested location and whether supports (the same kinds of) federated learning.
7.	NRF response with the NWDAF instance which can support the requested federated learning task to provider NWDAF. Also, if the NRF establishes the supporting group of NWDAFs for federated learning, the NRF responses with the list of IP address/FQDN of NWDAFs.
8.	ML Model Provider NWDAF or task distributer NWDAF provides and distributes the trained ML models to ML Model Consumer NWDAFs or the Federated Learning Supporter NWDAFs which are received in step 7 by Nnwdaf_MLModelProvision_Create. This service contains an address pointing to the stored ML model file.
9.	The ML Model Consumer NWDAFs or the Federated Learning Supporter NWDAFs responses. At this point, the ML Model Consumer NWDAFs or the Federated Learning Supporter NWDAFs can determine to subscribe to ML model update notification of the ML Model Provider NWDAF because the ML Model may be updated by other consumers or supporters.
10.	The ML Model Consumer NWDAFs or the Federated Learning Supporter NWDAFs locally update the ML model and the model parameter, if NWDAFs can train the model.
11.	ML Model Consumer NWDAFs or the Federated Learning Supporter NWDAFs send the results of local ML model update by invoking "Nnwdaf_MLModelUpdate_Notify" service operation, if the ML Model Provider NWDAF subscribed to be notified.
12.	The ML Model Provider NWDAF or task distributer NWDAF aggregates the results of local ML model update information from the ML Model Consumer NWDAF(s), if needed, and updates the ML model.
13.	The ML Model Provider NWDAF sends the updated model to the ML Model Consumer NWDAFs by invoking "Nnwdaf_MLModelProvision_Notify".

END OF CHANGES
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