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1	Discussion
The evaluation clause 7.19 is updated to include the training data sharing capability as described in Solution #56.
[bookmark: _Toc510607461]2	Proposal
It is proposed to update TR 23.700-91 as indicated below.

* * * * Start of Change (All text is new)* * * *
[bookmark: _Toc54770452][bookmark: _Toc54779806][bookmark: _Toc54786766][bookmark: _Toc55126720][bookmark: _Toc25934676][bookmark: _Toc26337056][bookmark: _Toc31114303][bookmark: _Toc31120326]7.19	Key Issue #19: Trained data model sharing between multiple NWDAF instances
For Key Issue #19, there are multiple solutions such as solution #5, 6, 7, 8, 24, 56 but only the following solution #56 is closely related:
-	Solution #56: the mechanism for trained ML model discovery, provision, update and consumption between NWDAF instances.
Solution #56 supports general ML model sharing between NWDAF instances with optional online training data set sharing and also solutions developed in KI#1 (e.g., solution #5, 6, 7, 8) and KI#2 (e.g., solution #24) describe ML model sharing between multiple NWDAF instances with the following aspects:
-	Key Issue 1:
-	Services and its parameters for initial or aggregated ML model provisioning from the Model Training Functionality in a NWDAF to the Analytics Functionality in another NWDAF or to another Model Training Functionality;
-	Key Issue 2:
-	Services and its parameters for initial or aggregated ML model provisioning from a Server NWDAF to a Client NWDAF;
-	Services and its parameters for updated ML model parameters reporting from a Client NWDAF to a Server NWDAF.
The model sharing scenarios in solution #5, 6, 7, 8, 24 and the services defined in solution #56 are built upon the assumption that models can be shared between different NWDAFs with optional online training data set sharing in which the ML Model Producer NWDAF may use such training data information from ML Model Consumer NWDAF to update its ML Model.
While this is true for NWDAFs from the same vendor , since NWDAF implementation specifics is not specified nor shared in a multi-vendor environment, models cannot be shared between NWDAFs from different vendors. Sharing between vendors requires extensive standardization of model technologies and model execution environment, which need to be decided and agreed upon if it shall be specified in 3GPP. The TR specification of call flows and interfaces allows NWDAF's to exchange information but doesn't guarantee interoperability of models for multi-vendor.
* * * * End of Change * * * *



2

