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[bookmark: _Toc462478989]Abstract of the contribution: This contribution proposes solutions41, as the way forward for KI#3
1	Introduction
This DP discusses the way forward for KI#3
2	Discussion
2.1	KI description
The following is an excerpt from the KI#3 description in 23.748:
With edge computing deployment, it is expected that a set of edge computing functions or edge application servers running on edge hosting environment will need to interact with the 5GS to access to 5GS functionality and information, and/or to provide information to 5GS for the provisioning of connectivity services supporting edge computing. The interaction for exposure of network information between the 5GS and the edge computing functions need to be studied.
As part of the study, latency of network exposure needs to be considered. Current network exposure mechanism in 5GS is designed based on NEF and other control plane NFs, e.g. AMF, SMF, PCF etc. For applications deployed in edge hosing environments, the Edge Application Servers or Application Functions may be locally deployed, but in current Rel-16, some Control Plane NFs involved in network exposure, e.g. NEF and PCF, are likely deployed centrally to avoid frequently relocation. This may result in a less than efficient network exposure path in terms of latency.
For some network information to be exposed, the long exposure latency is tolerable. However, some real time network information, e.g. network congestion condition or real-time user path latency, can change very frequently. If this information needs to be delivered to Application servers or Application Functions timely, undesirable latency may make the information obsolete cause applications to adjust their behaviour (e.g. adjust the resolution of video stream, or switch levels of driving automation) based on out-of-date network information.
Examples of existing QoS information that may need to be exchanged quickly between network and Application Functions (e.g. Edge Application Servers) include:
1.	The AF may subscribe to receive QoS congestion condition notifications.
2.	The AF may request 5GC to monitor QoS status (e.g. over-the-air and/or end-to-end data path) and receive QoS measurement reports.
This key issue addresses exposure of information to Application Functions deployed in the edge (e.g. Edge Application Servers), including:
-	Which information that have already existed in Rel-16 needs to be exposed with low latency to the edge computing functions by the 5GS?
-	How does the 5GC determine whether a network information need to be exposed with low latency?
-	How to expose the network information to the application functions deployed in the edge with low latency?
-	Whether and how to maintain the exposure when the UE moves out of the coverage of NF(s) supporting the exposure?
NOTE 1:	This study does not discuss solution related to NG-RAN exposing information to edge computing functions or servers via direct reference points.
NOTE 2:	This study does not disclose RAN private data (e.g. RAN details) to the edge computing functions or servers.
2.2	Solutions
	Title
	Contributor
	Solution #

	Network Information Provisioning using the IP path.
	Ericsson
	41

	Providing selected radio information to an App requiring it.
	Nokia, Nokia Shanghai Bell
	42

	Low Latency exposure API by using the distributed CAPIF framework feature
	Sony
	43

	Network Information Exposure to Local AF with Low Latency.
	Tencent
	44

	Using AS or NAS message notify UE's application layer
	OPPO
	45

	[bookmark: _Hlk43831155]Local NEF Deployment for network information exposure to Local AF with Low Latency.
	China Mobile, AT&T
	46

	User Plane based Network Information Provisioning .
	Tencent
	47

	QoS monitoring information exposure based on unstructured data transmission mechanism.
	CATT
	48

	Network Information Provisioning to EAS with low latency based on User Plane
	Huawei, HiSilicon
	49

	Edge NEF based Network Information Provisioning. 
	Alibaba Group
	56



2.2.1	Solution #41: Network Information Provisioning using the IP path
Origin of information: queue length in RAN
Exposure of information: in band in IP, using ECN, and feedback loops in IP transport layer or RTP
The solution uses ECN (Explicit Congestion Notification) in IP. RAN supports ECN according to 38.300.
2.2.2	Solution #42: Providing selected radio information to an App requiring it
Origin of information: RAN as an MnS provider
Exposure of information: AF request and reporting via to NEF locally deployed
2.2.3	Solution #43: Low latency exposure API solution.
Origin of information: UPF, what information that can be provided is unclear
Exposure of information: AF request via CAPIF (NEF), reporting directly from UPF to AF
The solution uses the CAPIF framework. AF requests QoS information from 5GC and reporting comes directly from UPF.
2.2.4	Solution #44: Network Information Exposure to Local AF with Low Latency
Origin of information: RAN as an MnS producer
Exposure of information: AF request and reporting via to NEF locally deployed
Solution uses a locally deployed NEF acting as a MnS consumer. MnS producer seem to be RAN. MnS (Management Service) offers capabilities for management and orchestration of network and service.
2.2.5	Solution #45: Using AS or NAS message notify UE’s application layer
Origin of information: RAN using notification control
Exposure of information: Via NAS to UE application and to application server via application signalling
The solution uses Notification control send from RAN to SMF via SMF if required QoS cannot be fulfilled. SMF modifies the QoS flow and by this the UE is informed. The UE can inform AS if needed via the e2e application specific signalling.
2.2.6	Solution #46: Local NEF Deployment for network information exposure to Local AF with Low Latency.
Origin of information: UPF, what information that can be provided is unclear
Exposure of information: AF request (subscribes) to locally deployed NEF. NEF reports to AF. NEF has direct interface to UPF.
The solution uses event subscription via NEF directly to UPF. UPF reports to AF via NEF. UPF is found by via PCF and SMF.
2.2.7 	Solution #47: User Plane based Network Information Provisioning
Origin of information: UPF, what information that can be provided is unclear
Exposure of information: Requests and reports via option field in header of TCP or IP, or data field ICMP ECHO
The solution uses in band requests from AS to UPF. Reports of events is sent in band from UPF to AS. The information in requests and reports are transported in the IP or TCP header’s options field or in ICMP ECHO data
2.2.8 	Solution #48: QoS monitoring information exposure based on unstructured data transmission mechanism
Origin of information: QoS monitoring in UPF 
Exposure of information: AF request to PCF. Reports provided by UPF via N6 tunnelling to AF
The solution uses QoS monitoring (23.501 clause 5.33.3.2) to get QoS situation. The AF requests QoS monitoring from PCF. PCF request SMF which request UPF to monitor and send result via unstructured N6 tunnel to the AF.
2.2.9 	Solution #49: Network Information Provisioning to EAS with low latency
Origin of information: QoS monitoring in UPF
Exposure of information: Request from AF to NEF. Reporting from UPF to locally deployed NEF.
The solution uses QoS monitoring (23.501 clause 5.33.3.2) to get QoS situation. The AF would subscribe to QoS monitoring to NEF. NEF indicates monitoring required to PCF. PCF request SMF which request UPF to monitor and send result via N4 to local NEF.
2.2.9	Solution #56: Edge NEF based Network Information Provisioning
Origin of information: RAN as an MnS producer
Exposure of information: Request from AF to NEF. Reporting from RAN via MnS to a locally deployed NEF.

2.3	Analysis
There are 4 general question to be solved in this KI#3:
1)	Which information that have already existed in Rel-16 needs to be exposed with low latency to the edge computing functions by the 5GS?
2)	How does the 5GC determine whether a network information need to be exposed with low latency?
3)	How to expose the network information to the application functions deployed in the edge with low latency?
4)	Whether and how to maintain the exposure when the UE moves out of the coverage of NF(s) supporting the exposure?
For 1), 5GS can currently generate QoS information in 3 ways: 
a)	Using notification control(23.501 clause, 5.7.2.4). Here RAN informs SMF if QoS parameter(s) (GFBR, PDB, PER) for a GBR QoS flow cannot be fulfilled. Along with a request for notification control, SMF can send alternative QoS profiles to RAN with a priority order, and RAN will indicate which one of these it can fulfil if the requested QoS profile cannot be fulfilled. SMF may indicate to PCF what SMF gets from RAN. SMF may also indicate to UE the new situation using NAS signalling. 
b)	QoS monitoring (23.501 clause. Here PCF requests SMF to do QoS monitoring. SMF initiate QoS monitoring towards UPF. UPF and RAN cooperate to measure the latency of a QoS flow. Both GBR and non-GBR QoS flows may be monitored. Only latency can be measured.
c)	AQM (Active Queue Management) in the schedular in RAN either by dropping packets or using Explicit Congestion Control (38.300 clause 12.2 and RFC 3168). When indication comes, the receiver of the ECN/Packet drop will need to feedback the information to the sender. Both GBR and non-GBR are supported. Only congestion is can be indicated, which implicitly indicates latency.
Since RAN is the best source of getting information related to the dynamic QoS situation, i.e. information needed for KI#3, solution for KI#3 can only use what currently are available provided by RAN, which are the 3 ways described above. Any other method is disqualified since it will have RAN impact.
a) and b) requires active requests/subscription by and AF, whereas c) does not.
No solution fully answers question 1, i.e. which information that existes currently in 5GC, but needs to be conveyed with low latency. Nor does any solution reflect on question 2), i.e. which information is of interest to provide with low latency. Solutions are mainly focusing of extracting information and reporting the information without questioning if the information is needed or not by an application.
Solution 42,43 and 56 uses the management and orchestration framework. It is not clear how these solutions can fulfil the question 3) regarding low latency. O&M procedures normally has lesser priority than traffical procedures. It is not clear why this would be faster than getting information via the control plane NFs as of a) or b). Neither is it clear  what information that can be provided via the O&M interface is  information of interest for the AF.. Therefor it is proposed to not go further with solutions 42,43 and 56.
Solution 45 uses notification control (i.e. method a)) and then if QoS changes UE is informed via NAS, and UE relays to AS via application specific means. It is not clear how this can be low latency and why this would be better than for an AF to use Npcf services for this information from PCF. Therefore, it is proposed not to go further with solution 45.
47 use in band information in IP. 47 assumes that UPF can provide QoS information, but it does not state how UPF will obtain the QoS information. Furthermore, it introduces a new “protocol” transported in IP/TCP headers or ICMP ECHO, but the questions are what better information than ECN such a protocol would provide and what impact it may have on OS layer in servers and UE? Therefore, it is proposed not to go further with solution 47
Solutions 43 and 46 states that UPF generates the QoS information, but it is not clear how UPF can get this information, and thus cannot be a solution question 1)
Solutions 48 and 49 uses QoS monitoring (method b)) in 5GC to answer partly question 1). If it is concluded that this information is valuable for the edge application, QoS monitoring can be used to give applications latency information.
Solution 43, 46, 48, and 49 proposed some direct reporting from UPF to the AF/AS perhaps via NEF. Thus, they may fulfil the latency requirement of reporting required by the KI #3, thus question 3) may be answered. Solutions 43, 48 and 49 are similar in their way of exposure, both for requests/subscription of QoS info (latency) and for reporting. However, exactly which protocol to be use for reporting needs to be carefully evaluated so that the latency requirements can be fulfilled..
Of solution 43, 48 and 49, only 49 has an embryo to solve question 4. Further work is needed to solve question 4 using these solutions
Solution 41 solves partly question 1), and fully questions 2) 3) and 4). It does not have any impact on the 5GC system and RAN supports ECN.. 
Since no solution has answered question 1) to a full extent. There is right now no justification for any solution to progress. Solution 41 has no real impact onn 5GC, but it can be documented in the normative 5GC specifications as a way to convey congestion situation.
3	Proposal
Text to be added to 23.748

**********************  START CHANGES   *********************
[bookmark: _Toc31616495][bookmark: _Toc31616419][bookmark: _Toc31616343][bookmark: _Toc31616267][bookmark: _Toc31616192][bookmark: _Toc31193013][bookmark: _Toc31192522][bookmark: _Toc31192362][bookmark: _Toc26773895][bookmark: _Toc26346625][bookmark: _Toc26346412][bookmark: _Toc23255040]7	Overall Evaluation
Editor's note:	This clause will provide evaluation of different solutions.
7.x	Evaluation for Key Issue #3
7.x.1	Analysis
There are 4 general question to be solved in this KI#3:
1)	Which information that have already existed in Rel-16 needs to be exposed with low latency to the edge computing functions by the 5GS?
2)	How does the 5GC determine whether a network information need to be exposed with low latency?
3)	How to expose the network information to the application functions deployed in the edge with low latency?
4)	Whether and how to maintain the exposure when the UE moves out of the coverage of NF(s) supporting the exposure?
For 1), 5GS can currently generate QoS information in 3 ways: 
a)	Using notification control (TS 23.501 [2], clause 5.7.2.4). Here RAN informs SMF if QoS parameter(s) (GFBR, PDB, PER) for a GBR QoS flow cannot be fulfilled. Along with a request for notification control, SMF can send alternative QoS profiles to RAN with a priority order, and RAN will indicate which one of these it can fulfil if the requested QoS profile cannot be fulfilled. SMF may indicate to PCF what SMF gets from RAN. SMF may also indicate to UE the new situation using NAS signalling. 
b)	QoS monitoring (23.501 clause. Here PCF requests SMF to do QoS monitoring. SMF initiate QoS monitoring towards UPF. UPF and RAN cooperate to measure the latency of a QoS flow. Both GBR and non-GBR QoS flows may be monitored. Only latency can be measured.
c)	AQM (Active Queue Management) in the schedular in RAN either by dropping packets or using Explicit Congestion Control (TS 38.300[16] clause 12.2 and RFC 3168). When indication comes, the receiver of the ECN/Packet drop will need to feedback the information to the sender. Both GBR and non-GBR are supported. Only congestion is can be indicated, which implicitly indicates latency.
Since RAN is the best source of getting information related to the dynamic QoS situation, i.e. information needed for KI#3, solution for KI#3 can only use what currently are available provided by RAN, which are the 3 ways described above. Any other method is disqualified since it will have RAN impact.
a) and b) requires active requests/subscription by and AF, whereas c) does not.
No solution fully answers question 1), i.e. which information that exists currently in 5GC, but needs to be conveyed with low latency. Solution are mainly focusing of extracting information and reporting the information without questioning if the information is needed or not by an application.
[bookmark: _GoBack]Solution 42,43 and 56 uses the management and orchestration framework. It is not clear how these solutions can fulfil the question 3) regarding low latency. O&M procedures normally has lesser priority than traffic related procedures. It is not clear why this would be faster than getting information via the control plane NFs as of a) or b). Neither is it clear what information that can be provided via the O&M interface is information of interest for the AF. Therefor it is proposed to not go further with solutions 42,43 and 56.
Solution 45 uses notification control (i.e. method a)) and then if QoS changes UE is informed via NAS, and UE relays to AS via application specific means. It is not clear how this can be low latency and why this would be better than for an AF to use Npcf services for this information from PCF. Therefore, it is proposed not to go further with solution 45.
Solution 47 uses in band information in IP. It assumes that UPF can provide QoS information, but it does not state how UPF will obtain the QoS information. Furthermore, it introduces a new “protocol” transported in IP/TCP headers or ICMP ECHO, but the questions are what better information than ECN such a protocol would provide and what impact it may have on OS layer in servers and UE. Therefore, it is proposed not to go further with solution 47.
Solutions 43 and 46 state that UPF generates the QoS information, but it is not clear how UPF can get this information, and thus cannot be a solution question 1).
Solutions 48 and 49 use QoS monitoring (method b)) in 5GC to partly answer question 1) If it is concluded that this information is valuable for the edge application, QoS monitoring can be used to give applications latency information.
Solution 43, 46, 48, and 49 proposed some direct reporting from UPF to the AF/AS perhaps via NEF. Thus, they may fulfil the latency requirement of reporting required by the KI #3, thus question 3) may be answered. Solutions 43, 48 and 49 are similar in their way of exposure, both for requests/subscription of QoS info (latency) and for reporting. However, exactly which protocol to be use for reporting needs to be carefully evaluated so that the latency requirements can be fulfilled. 
NOTE:	Which protocol to use is a stage 3 issue.
Of solution 43, 48 and 49, only 49 has an embryo to solve question 4. Further work is needed to solve question 4 using these solutions.
Solution 41 solves partly question 1), and fully questions 2) 3) and 4). It does not have any impact on the 5GC system and RAN supports ECN.
7.x.2	Way forward
Since no solution has answered question 1) to a full extent, there is right now no justification for any solution to progress. Solution 41 has no impact on 5GC, but it can be documented in the normative 5GC specifications as a way to convey a congestion situation.
**********************  NEXT CHANGES   *********************
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9.x	Conclusions regarding solutions for Key Issue #3
Since no solution have justified what information is needed to be conveyed to the edge application with low latency the following is concluded:
- Solution 41 shall be documented since it is supported in RAN and is has no impactt on 5GC.
- No other solution sall be used for normative specification. 
NOTE:	It is not suggested that UPF will support ECN.
**********************  END CHANGES   *********************
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