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Abstract: This contribution proposes a solution for Key Issue#2: Multiple NWDAF instances and Key Issue #19: Trained data model sharing between multiple NWDAF instances based on Federated Learning.
1. Discussion
This solution is related to the Key Issue#2: Multiple NWDAF instances and Key Issue #19: Trained data model sharing between multiple NWDAF instances.
eNA R16 still faces some major challenges as follows:
-	In 5GS, data exists in the form of isolated islands, which means it is difficult for NWDAF to centralize the data from different domains (e.g. UE, RAN, TN, CN and AF).
-	Data privacy and security have become a worldwide issue so it is also difficult for NWDAF to collect UE level network data, especially directly collect data from UE.
-	If the NWDAF is deployed in a centralized manner and implemented by the 3rd party, the network data may be exposed to the 3rd party, which may lead to the network data leakage or mis-used.
In this sense, Federated Learning (also called Federated Machine Learning) could be a possible solution, in which there is no need for raw data transferring (e.g. centralized into single NWDAF) but only need for ML model or ML model parameter sharing among NWDAFs. 
As shown in Figure 1, the main idea of Federated Learning is to build globally optimized machine-learning models based on data sets that are distributed in different domains or network functions or UEs. A Client NWDAF (e.g. deployed in a domain or network function or UE) locally trains the local ML model with its own data and share it or its ML parameters to the server NWDAF. With local models or model parameter from different Client NWDAFs, the Server NWDAF could form a global or optimal model and send it back to the Client NWDAFs for inference.
[image: ]
Figure 1: Example architecture for a Federated Learning system
Imagine that we have  data owners  (e.g. network functions), all of whom wish to train a machine learning model by consolidating their respective data . In eNA R16, the method is to put all data together into NWDAF and use  to train a model . A federated learning system is a learning process in which the data owners collaboratively train a model , in which process any data owner  does not expose its data  to the NWDAF. In addition, the accuracy of , denoted as  should be very close to the performance of , . Formally, let  be a non-negative real number, if

We then say the federated learning algorithm has  -accuracy loss.
This solution tries to involve the idea of Federated Learning into the NWDAF-based architecture, which aims to investigate the following aspects:
[bookmark: _GoBack]-	Registration and discovery of multiple NWDAF instances that support Federated Learning;
-	How to share the ML models or ML model parameters during the Federated Learning training procedure among multiple NWDAF instances;
2. Text Proposal    
It is proposed to add the following changes in TR 23.700-91 v0.3.0.
[bookmark: _Toc519004414][bookmark: _Toc517082226]* * * * First change * * * *
[bookmark: _Toc26861904][bookmark: _Toc25740479][bookmark: _Toc25417812][bookmark: _Toc25417344][bookmark: _Toc25416989][bookmark: _Toc23409918]6.X	Solution #X: Federated Learning among Multiple NWDAF Instances
[bookmark: _Toc326248710][bookmark: _Toc26861905][bookmark: _Toc25740480][bookmark: _Toc25417813][bookmark: _Toc25417345][bookmark: _Toc25416990][bookmark: _Toc23409919][bookmark: _Toc20730728][bookmark: _Toc20147942]6.X.1	Description
This is a solution for the Key Issue#2: Multiple NWDAF instances and Key Issue #19: Trained data model sharing between multiple NWDAF instances.
6.X.1.1	General
eNA R16 still faces some major challenges as follows:
-	In 5GS, data exists in the form of isolated islands, which means it is difficult for NWDAF to centralize the data from different domains (e.g. UE, RAN, TN, CN and AF).
-	Data privacy and security have become a worldwide issue so it is also difficult for NWDAF to collect UE level network data, especially directly collect data from UE.
-	If the NWDAF is deployed in a centralized manner and implemented by the 3rd party, the network data may be exposed to the 3rd party, which may lead to the network data leakage or mis-used.
In this sense, Federated Learning (also called Federated Machine Learning) could be a possible solution, in which there is no need for raw data transferring (e.g. centralized into single NWDAF) but only need for model sharing. 
The main idea of Federated Learning is to build machine-learning models based on data sets that are distributed in different domains or network functions or UEs. A Client NWDAF (e.g. deployed in a domain or network function or UE) locally trains the local ML model with its own data and share it to the server NWDAF. With local ML models from different Client NWDAFs, the Server NWDAF could aggregate them into a global or optimal ML model or ML model parameters and send them back to the Client NWDAFs for inference.
This solution tries to involve the idea of Federated Learning into the NWDAF-based architecture, which aims to investigate the following aspects:
-	Registration and discovery of multiple NWDAF instances that support Federated Learning;
-	How to share the ML models or ML model parameters during the Federated Learning training procedure among multiple NWDAF instances.
6.X.1.2	Procedures



Figure 6.x.1.2-1: Procedures for Federated Learning among Multiple NWDAF Instances
1~3. Client NWDAF registers its NF profile (Client NWDAF Type, Support of Federated Learning capability information, Address of Client NWDAF) into NRF.
4~6. Server NWDAF discoveries one or multiple Client NWDAF instances which could be used for Federated Learning via the NRF to get IP addresses of Client NWDAF instances.
7. Server NWDAF sends analytics request to the Client NWDAFs including some parameters (such as data type list, maximum response time window, etc.) to help the local model training for Federated Learning.
8. Each Client NWDAF collects its local data by using the current mechanism in clause 6.2, TS 23.288 [5].
9. During Federated Learning training procedure, each Client NWDAF trains local ML model based on its own data and the parameters received from Server NWDAF, and reports the local ML model information (e.g. volume of the local dataset, parameters of the local ML model) to the Server NWDAF.
10. The Server NWDAF aggregates all the local ML model information to derive the aggregated model information.
11. The Server NWDAF sends the aggregated ML model information to each Client NWDAF. 
12. Each Client NWDAF then updates the local ML model based on the aggregated model information distributed by the Server NWDAF.
NOTE: The step 9~12 should be repeated until the training termination condition (e.g. maximum number of iterations) is fulfilled.
13. After the training procedure is finished, the globally optimal ML model or ML model parameters could be distributed to the Client NWDAFs for the inference.
[bookmark: _Toc326248711][bookmark: _Toc26861906][bookmark: _Toc25740481][bookmark: _Toc25417814][bookmark: _Toc25417346][bookmark: _Toc25416991][bookmark: _Toc23409920][bookmark: _Toc20730729][bookmark: _Toc20147943]6.X.2	Impacts on Existing Nodes and Functionality
NWDAF:
-  Registration into NRF; 
As a server NWDAF,
-	Client NWDAF instances discovery;
-	Initial Federated Learning parameters determination and distribution;
-  Collection of local ML model information from the Client NWDAF instances;
-	ML Model aggregation and distribution to the Client NWDAF.
As a Client NWDAF,
-	Local dataset collection;
-	Local model training and reporting to the Server NWDAF;
-	Receive aggregated model information from Server NWDAF and perform local ML model update.
NRF:
-	Server NWDAF and Client NWDAF registration and discovery.
* * * * End of changes * * * *
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