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Abstract of the contribution: This contribution proposes a solution for KI#2 on Edge Relocation for stateful applications.
1
Background
Key Issue #2 aspects for edge application server relocation due to UE mobility, EAS/LDN congestion, outage and DNAI change are considered here. Stateful applications store client information on the server/persistence layer while stateless applications do not. Thus, stateless applications are not directly affected by relocation of UE/EAS since a datagram service can be between UE and any EAS instance. 

Current application sessions (e.g., HTTPS session) already use context data to verify the integrity of HTTPS connection and identify the client/user (for stateful sessions) independent of the IP address. Thus, when a UE moves to a new location/DNAI, this “context data” identifies the user independent of IP address (e.g., IP1 and IP2 in Figure A below).
Relocation between one server instance and another in the same LDN is not visible to 5GC since the application gateway at edge is responsible for selecting and forwarding internally in the LDN. EAS shown in figures below represent the application gateway at an LDN. The procedures on relocation discuss how to move from one LDN to another.
Stateful applications have to consider cases where a UE moves (new IP access/DNAI) and results in selecting a new LDN. In this solution, the UE continues to be served by the old LDN location where its data is stored. The rationale is that not all UE mobility requires LDN relocation. It may be that the old LDN is close enough, or that closer LDNs may be overloaded, or that each LDN may not host every application. The AF determines the appropriate change in EAS/LDN based on UE mobility, but also managing congestion, site outage, mitigation of DDoS attacks, and other administrative policy. Figures A and B show an example of AF initiating the migration of client data to a new LDN and redirecting UE application flow to the new LDN.
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Figure A: Following HO, flow continues to be served by Edge that has client data.

Immediately after HO that results in new IP access point/DNAI, the application flow continues to be served by the LDN where its data is stored. N6 routers on the new path do not have flow state and thus results in re-selecting the LDN from the set of LDN with the same service/anycast address. 
Procedures in section 6.Y.2.1 describe two methods to ensure that the flow is directed to the same LDN even after the handover: 
(1) Application Domain aware:  EAS ensures forwarding to same server instance by redirecting to a specific anycast server address.
 (2) 5GC Assisted: 5GC stores “flow state” and transfers it on handover to the new path.
The application domain (AF) evaluates the need for LDN relocation and may determine that it is necessary based on various factors (latency to UE IP access/DNAI, load balancing, site outages, etc.) Figure B provides an overview of the operations.
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Figure B: Flow redirected to new Edge after migrating data.
When the AF determines that LDN relocation is necessary (step 4), AF initiates procedures to copy client data between the old and new EAS (step 5). When the client data is mirrored, an application layer redirect (step 6) can be issued to have the UE select the new LDN (step 7).
The solution below describes the details on how to keep an LDN/EAS “sticky” when desired (section 6.Y.2.1) and LDN relocation when the new UE IP address (new DNAI) is a factor that initiates the process (section 6.Y.2.2). 
2. 


Proposal

It is proposed to include the following solution in TR 23.748.
* * * * 1st Change * * * *
6.0
Mapping of Solutions to Key Issues

Table 6.0-1: Mapping of Solutions to Key Issues

	Solutions
	Key Issues

	
	1
	2
	3
	5

	#1: Provisioning URSP configuration to the UE to establish PDU Sessions for edge applications
	X
	
	
	

	#2: Local DNS based edge server address discovery
	X
	
	
	

	#3: DNS AF
	X
	
	
	

	#4: Providing the DNS authoritative server with IP addressing information about where the UE is located
	X
	
	
	

	#5: Server Discovery using DNS, IP Routing and URSP
	X
	
	
	

	#6: Discovery of EAS based on DNS
	X
	
	
	

	#7: SMF/I-SMF selection based on DNAI
	X
	
	
	

	#Y: Seamless Change of Edge for Stateful Applications
	
	X
	
	


* * * * 2st Change * * * *
6.Y
Solution #Y: Seamless Change of Edge for Stateful Applications
6.Y.1
Description

This solution addresses Edge Relocation (Key Issue #2) for stateful applications. LDN may be relocated due to UE mobility /DNAI change or may be the application domain initiated. Stateful applications store client information on the server/persistence layer while stateless applications do not. Thus, stateless applications are not directly affected by relocation of UE/LDN since a datagram service can be between UE and any (valid) EAS instance.
Current application sessions (e.g., HTTPS session) already use context data to verify the integrity of HTTPS connection and identify the client/user (for stateful sessions) independent of the IP address. Thus, when a UE moves to a new location/DNAI, this “context data” identifies the user independent of IP address (e.g., IP1 and IP2 in Figure A below).
Stateful applications must consider the cases where a UE moves (new IP access/DNAI) results in selecting a new edge (LDN). In this solution, the UE continues to be served by the old LDN where its data is stored. The rationale is that not all UE mobility requires edge relocation. It may be that the old LDN is close enough, or that closer LDNs may be overloaded, or that each LDN may not host every application. The AF determines the appropriate change in EAS/LDN based on UE mobility, but also managing congestion, site outage, mitigation of DDoS attacks, and other administrative policy. To keep the edge for a stateful application “sticky” while also being resilient to server/site failures, procedures described in 6.Y.2.1 are used. Two methods are described: the first option considers that the EAS is aware and ensures forwarding to same server instance by redirecting to a specific anycast server address. In the second option, the application domain is not aware and 5GC assists by storing “flow state” and transferring it on handover to the new path.
Relocation between one server instance and another in the same LDN is not visible to 5GC since the application gateway at the edge is responsible for selecting and forwarding internally in the LDN. EAS shown in the figures below represents the application gateway at an LDN. The relocation procedures in 6.Y.2.2 discuss how to move from one LDN to another.
The application domain (AF) evaluates and may determine that an edge relocation is necessary based on various factors (latency to UE IP access/DNAI, load balancing, site outages, etc.). When a new edge is selected, the state is copied to servers in the new edge. Following client data mirroring, the old edge requests the UE to redirect to the new edge. 

UE mobility that results in the selection of new UPF-PSA inevitably experiences some jitter. When selecting a new UPF-PSA, the UE can rely on URSP or configured information to inform 5GC to select appropriate UPF. No additional DNS queries (and resulting delay) during handover is experienced since IP anycast destination addresses are valid from new IP access/DNAI. Application layer optimizations such as DNS prefetch and preload work as expected. 
PDU sessions with SSC mode 3 minimize packet loss as a result of UPF relocation. Typically, out-of-order packet delivery is resolved with minimum latency by end-system buffers at UE and by reliable transport protocols (QUIC, TCP). For highly latency sensitive applications, QUIC and its zero RTT IP transport re-establishment with a new IP address (new UPF-PSA) minimizes latency and jitter. 
6.Y.2
Procedures

Procedures for making an edge “sticky” for Stateful Applications (6.Y.2.1) and Edge Relocation (6.Y.2.2) are described below. 
6.Y.2.1
Sticky Edge for Stateful Applications
This procedure describes how edge for stateful applications can be “sticky” so that the UE is served from the location (EAS/LDN) where its state is persisted while any relocation procedures are considered. Two methods are described: the first option considers that the EAS is aware and ensures forwarding to same server instance by redirecting to a specific anycast server address. In the second option, the application domain is not aware and 5GC assists by storing “flow state” and transferring it on handover to the new path.
Method 1: Application Domain aware procedure:

The LDN /destination address for the service uses the same IP anycast address across a wide area. Since IP anycast routing from the new UPF-PSA/N6 network segments does not have flow state, a new edge/LDN may be selected. To ensure that the initially selected LDN continues to serve, the EAS in current LDN sends a URL for local anycast address that primarily selects that instance, except in cases of failure. This solution is as follows:
· DNS procedure is used for obtaining IP anycast server address (e.g., as in section 6.5). Thus, the application can be identified globally or across a wide area by a single URL/IP anycast address. N6 routing selects “closest” out of many candidate LDN.
E.g., global URL (app.net) is translated to anycast address (A-IP). A-IP is routed in N6 to EAS1 (i.e., application gateway in LDN1).
· Once EAS is selected for stateful applications, the EAS immediately issues an application-level redirect with a local URL. DNS translation for this local URL is an IP anycast address that selects the same LDN, except in case of failures.
E.g., local URL (ldn1.op1.app.net) that DNS translates to anycast address (L1-IP). In N6 network, L1-IP always selects LDN1 (EAS1) except in case of failures.
Method 2: 5GC Assisted procedure:

If the application domain is not aware of forwarding flow state, 5GC assists by storing the “flow state” and transferring it to the new path during handover:

· The UPF-PSA sends to the SMF a 3-tuple (destination IP, port, protocol) and segment route for each flow (“flow state”).  Step 1 describes details.
· During handover, the SMF installs “flow state” in new UPF-PSA to facilitate forwarding to the same server instance. Step 6 describes details.
Other steps are not impacted in this procedure.
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Figure 6.Y.2.1-1: EAS for Stateful Applications
1.    Server discovery 
UE attaches, establishes PDU session to UPF-PSA and launches application. DNS query results in an anycast destination address A-IP.

UE sends an application message with the destination address (A-IP). Routers in N6 network select LDN1 (best/ “closest” LDNs for A-IP) and forwards the packet.

If EHE is not aware of sticky flow state: the UPF-PSA (current) selects the segment route list to forward to LDN1. The UPF-PSA sends 3-tuple of the flow (destination IP, port, protocol) and segment route list to the SMF as “flow state”. 
2.    The application is stateful; (EAS1)/ LDN1 issues a redirect with URL (ldn1.op1.app.net).
This redirect/URL translation selects (EAS1) LDN1 for all subsequent packets, except in case of failure or other explicit redirect from the application domain.
3.    UE sends DNS query for domain name ldn1.op1.app.net; and gets the answer with A record with L1-IP. L1-IP is an anycast address that N6 translates to (EAS1) LDN1 unless there is a site failure (in which case, other LDN in the set are options).

4.    UE sends application messages with anycast destination address (L1-IP). Routers in N6 network select (EAS1) LDN1 (preferred address for L1-IP) and forward the packet.  N6 routers forward to LDN1.
5.    UE hands over to new (R)AN and UPF-PSA using procedures in TS 23.502. The UE now has IP address UE-IP2.

6.    UE continues to send application messages with anycast destination address (L1-IP). Routers in N6 network do not have flow state, but since (EAS1) LDN1 is preferred address for anycast destination L1-IP, packets are forwarded to this destination. 

If EHE is not aware of sticky flow state: SMF sends “flow state” over N4 to UPF-PSA (new). UPF-PSA forwards flow from UE matching 3-tuple (destination IP, port, protocol) with segment route.

The application domain may initiate Edge Relocation sequence at any point as described in 6.Y.2.2.
6.Y.2.2
Edge Relocation

When a UE moves further from the initially selected LDN, it may be necessary to relocate the edge – i.e., select a new LDN. The application domain is in the best position to make this decision since it is responsible for handling the end-to-end application flows. For making this decision, the application domain takes service aspects, application domain aspects and connectivity.
The sequence of relocation in figure below is for a set of resources served at LDN1 (EAS1) and relocated to LDN2 (EAS2). The sequence below illustrates method 1 (application domain aware). 
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Figure 6.Y.2.2-1: UE Mobility with Edge Relocation

1.    UE attaches, establishes PDU session to PSA1 with address UE-IP1 and launches the application. 
If it is PDU connectivity model 2 (session breakout), SMF inserts ULCL1 and traffic filters. 
UE launches the application, requests DNS resolution of FQDN with anycast address, and redirect (steps 1 – 4 in 6.Y.2.1).

2.    UE initiates application message with LDN1 (EAS1) and gets redirected with local anycast address of LDN1 (EAS1) (defined in 6.Y.2.1, steps 2-4).

3.    EAS1 notifies AF of UE’s IP address using application domain signaling (details are out of scope).
If the AF evaluates that there is a better LDN than the initially selected, AF may start server relocation procedures.
In this step, AF determines that no server relocation is necessary.

4.   UE handover to new (R)AN, new UPF-PSA using procedures in TS 23.502. The UE now has IP address UE-IP2.
If it is PDU connectivity model 2 (session breakout), SMF inserts ULCL2 and traffic filters.  
The SMF may remove old UPFs after a timer delay during which time steps 5 onwards may be executed. This allows the minimization of loss of packets in flight.
5.    The UE continues to send application messages with new IP address (UE-IP2) and anycast destination address L1-IP (previously selected LDN/EAS).
NOTE: In request-response sequences, EAS is immediately aware of the new source address UE-IP2 address (source address in request message). However, for communication patterns such as pub-sub, multicast, etc. (e.g., multicast video delivery), the UE sends a new message (subscribe, multicast status report change, etc.) to inform and initiate forwarding to the new UE location (UP-IP2). 

6.    LDN1/EAS1 notifies AF of UE’s new IP address (UE-IP2) using some application domain signaling (details are out of scope here). AF re-evaluates LDN and in this case initiates relocation to LDN2 (EAS2.

7.    AF, LDN1/EAS1 and LDN2/EAS2 initiate mechanisms to transfer UE context and related data (details are out of scope).

8.    When LDN2/EAS2 has mirrored application state, LDN1/EAS1 sends application layer redirect message with URL of LDN2 (EAS2).
9.    UE requests DNS to translate URL. DNS returns anycast address L2-IP. 

10. The UE sends application messages with source IP address UE-IP2 and destination address L2-IP. L2-IP is programmed in N6 to route to EAS2 unless there is a site or other large failure. Thus, N6 routers forward packets to EAS2. 
If method 2 (5GC assisted) were used in the sequence above, the latest “flow state” that SMF has is transferred during handover to the new path (step 4). The SMF/UPF would keep “flow state” and transferring on handover. Application layer redirects (steps 1, 8) would result in new “flow state” transfer to SMF but is otherwise transparent.
6.Y.3
Impacts on Existing Nodes and Functionality
If the application domain (AF, LDN/EAS) is aware of the need to maintain sticky flow state, it should support redirection of application flows and mirroring of data. The solution also expects the application to provision authoritative DNS records corresponding to a global anycast address and a local anycast address that may be a failure group with priority to route to selected LDN.
If the application domain is not aware of N6 flow state, 5GC assist option can be deployed. The UPF-PSA should support segment routes. The SMF should get “flow state” during initial forwarding and transfer to new UPF-PSA to facilitate forwarding to the same server instance.  
* * * * End of Change * * * *
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