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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

This clause is optional. If it exists, it is always the second unnumbered clause.

1
Scope

This present document provides stage 1 use cases and potential 5G requirements on supporting tactile and multi-modality communication services. In the context of the present document, the aspects addressed include:

-
Identify Use case and potential requirements for immersive real time experience involving tactile and multi-modality user interactions, which includes parallel transmission of multiple modality representations associated with the same application, network reliability and availability, charging, security and privacy, and KPIs for specific use cases. 
-
Gap analysis with existing requirements and functionalities on supporting tactile and multi-modality communication services.
2
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3
Definitions, symbols and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

example: text used to clarify abstract rules by applying them literally.
Multi-modality Data: Multi-modality Data is defined to describe the input data from different kinds of devices/sensors or the output data to different kinds of destinations required for the same task. Multi-modality Data consists of more than one Single-modality Data, and there is strong dependency among each Single-modality Data. Single-modality Data can be seen as one type of data.
3.2
Symbols

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

DOF 
Degrees Of Freedom

4
Overview 
4.1 Multi-modality service
Tactile and multi-modality communication services enable multi-modality interactions, combining ultra-low latency with extremely high availability, reliability and security. Tactile internet can be applied in multiple fields, including: industry, robotics and telepresence, virtual reality, augmented reality, healthcare, road traffic, serious gaming, education and culture, smart grid, etc[2]. Multi-modality can be used in combination in the service to provide complementary methods that may convey redundant information but can convey information more effectively. With the benefit of combining input from more than one sources and/or output to more than one destination, interpretation in communication services will be more accurate and faster, response can also be quicker, and the communication service will be smoother and more natural.
For a typical tactile and multi-modality communication service/application, there can be different modalities affecting the user experience, e.g.:

· Video/Audio media;

· Information perceived by sensors about the environment, e.g. brightness, temperature, humidity, etc.;

· Haptic data: can be feelings when touching a surface (e.g., pressure, texture, vibration, temperature), or kinaesthetic senses (e.g. gravity, pull forces, sense of position awareness).

The ambient information may be further processed to generate IoT control instructions as the feedback. The haptic data, according to the physiological perception, has specific characteristics, e.g. frequency and latency, and may require adequate periodic, deterministic and reliable communication path. For example, the sampling rate of the haptic device for teleoperation systems may reach 1000 times per second and samples are typically transmitted individually hence 1000 packets per second, while the video is 60/90 frames per second. The high frequency transmission of small packets over a long distance would be a great challenge for 5G system.

Multiple modalities can be transmitted at the same time to multiple application servers for further processing in a coordinated manner, in terms of QoS coordination, traffic synchronization, power saving, etc. 

· Multiple outcomes may be generated as the feedback. In the scenario of real time remote virtual reality service, a VR user may use a plurality of independent devices to separately collect video, audio, ambient and haptic data from the person and to receive video, audio, ambient and haptic feedback from one or multiple application servers for a same VR application. In this case, an end user could wear VR glasses to receive images and sounds, and a touch glove to receive a touch sensation, a camera to collect video inputs, a microphone to collect audio inputs, multiple wearable sensors to provide haptic information and environmental information associated to the user. The real time remote virtual reality service can also be conducted between 2 VR users.

· Multiple outcomes may need to reach the distributed UEs at very same time. In the scenario of sound field reappearing, different channels of sounds are sent to the distributed sound boxes to simulate the sound from a particular direction. A small time difference may cause big direction error to impact user experience. In some cases, time difference of 1ms may cause more than 30° angle error.
· Multiple modalities may involve a big number of UEs at a long distance. In the scenario of multi-modality telepresence, tens of UEs may need synchronization for time, control signal and visual signal.   
In another scenario, the devices associated to the same tactile and multi-modality communication services may be triggered to wake up by the discovery of a Tactile and multi-modality capable user/UE in proximity. And a different group of tactile and multi-modality capable devices can serve the user as he moves.

Other scenarios that can be investigated are Industrial Manufacturing and Drones real-time applications, which require synchronous control of visual-haptic feedback. 

4.2 Multi-modality Interactions System
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Figure 4.X-1 Multi-modality Interactions System

As shown in figure 2-1, Multi-modality outputs are generated based on the inputs from multiple sources. In the multi-modality interaction system, modality is a type or representation of information in a specific interaction system. Multi-modality interaction is the process during which information of multiple modalities are exchanged. Modality types consists of motion, sentiment, gesture, etc. Modality representations consists of video, audio, tactition (vibrations or other movements which provide haptic or tactile feelings to a person), etc.
5
Use case 
5.1
Immersive Multi-modal Virtual Reality application
5.1.1
Description

Immersive Multi-modal Virtual Reality application describes the case of a human interacting with virtual entities in a remote environment such that the perception of interaction with a real physical world is achieved. Users are supposed to perceive multiple senses (vision, sound, touch) for full immersion in the virtual environment.  The degree of immersion achieved indicates how real the created virtual environment is. Even a tiny error in the preparation of the remote environment might be noticed, as humans are quite sensitive when using Immersive Multi-modal Virtual Reality applications. Therefore, a high-field virtual environment (high-resolution images and 3-D stereo audio) is essential to achieve an ultimately immersive experience.
5.1.2
Pre-conditions

The devices for Immersive Multi-modal Virtual Reality application may include multiple type of devices such as VR glass type device, the gloves and other potential devices that support haptic and/or kinaesthetic modal. These devices are first connected to a 5G UE and then connected to the Immersive Multi-modal Virtual Reality application via the 5G network, see Figure 5.1.2-1.

NOTE: The devices that are connected to a 5G UE and then to VR application via the 5G network are assumed to be 3GPP UE. If they are not, the exact details on performance requirement presented in Table 5.1.6.1-1 are FFS.
Based on the service agreement between MNO and Immersive Multi-modal Reality application operator, the application operator may in advance provide the 5G network the application information including the application traffic characteristics and the service requirement for network connection. For example, the packet size for haptic data is related to the Degrees Of Freedom (DOF) that the haptic devices supports, and packet size for one DoF is 2-8 Bytes [3] and the haptic device generates and sends 500 haptic packets within one second.
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Figure 5.1.2-1: Immersive Multi-modality Virtual Reality application

5.1.3
Service Flows 
1. 
The application user utilizes the devices to experience Immersive Multi-modal Virtual Reality application. The user powers on the devices to connect to the application server, then the user start the gaming application.

2. 
During the gaming running period, the devices periodically sends the sensing information to the application server, including: haptic and/or kinesthetic feedback signal information which is generated by haptic device, and the sensing information such as positioning and view information which is generated by the VR glass. 

NOTE 1:
The devices may send the haptic data and the sensing data with different periodic time. As an example, the device may send one packet containing haptic information to the application server every 2ms, and send the packets related to sensing information to application server every 4ms. Thus the haptic data and sensing data may be transferred in 5G network via two separate flows. The amount of haptic packets that are generated and transferred within one second may be 1K - 4K  packets (without haptic compression encoding), or 100-500 packets (with haptic compression encoding). As indicated in IEEE 1918.1 [3], the size of each haptic packet is related to the DoF capacity that haptic device supports, the data size for one DoF is 2-8 Byte.
3. 
According to the uplink data from the devices, the application server performs the process operation on immersive game reality including rendering and coding the video, the audio and haptic model data, then application server periodically sends the downlink data to the devices via 5G network. 

NOTE 2:
The application server may also send the haptic data and the video/audio data with different periodic time. For example, the application server sends one packet containing haptic information to the device every 2ms, and it sends the packets related to one video/audio frame to the device every 16.7ms in case 60 Frame Per Second which forms one burst traffic that goes on 3ms. Thus the haptic data and audio/video data may be transferred via two separate service data flows of a single session.
4. 
The devices receive the data from the application server and present the related sensing including video, audio and haptic to the user.
5.1.4
Post-conditions
The user experiences the immersive game reality application enabled by 5G network, and the 5G system address the service requirements of the application.

5.1.5
Existing features partly or fully covering the use case functionality

3GPP TS 22.261 [6] specifies KPIs for high data rate and low latency interactive services including Cloud/Edge/Split Rendering, Gaming or Interactive Data Exchanging, Consumption of VR content via tethered VR headset, and audio-video synchronization thresholds.

5.1.6
Potential New Requirements needed to support the use case

5.1.6.1
KPIs for Immersive Multi-modal Virtual Reality application 

The 5G System shall provide the network connection to address the KPIs for Immersive Multi-modal Virtual Reality application, see Table 5.1.6.1-1.
Table 5.1.6.1-1 – Potential key performance requirements for Immersive Multi-modality Virtual Reality application

	Traffic direction
	Traffic types
	Packet Size


	Reliability (%)
	Latency (ms)
	Average data rate

	Device ( Application Server

	Haptic feedback


	1 DoF: 2-8 B

3 DoFs: 6-24 B

6 DoFs: 12-48 B

More DoFs may supported by the haptic device
	[99.9] (without haptic compression encoding)

[99.999] (with haptic compression encoding)
	<5 for one packet [Note 2]
	1k-4k packets/s (without haptic compression encoding);

100-500 packets/s, (with haptic compression encoding)



	
	Sensing information i.e. User poisoning and view
	
	[99.99]
	<5
	< 1Mbps

	Application Server ( Device
	Video
	
	[99.9]
	<10 [Note 1] for one video frame
	1-100 Mbps

	
	Audio
	
	[99.9]
	<10 for one audio frame
	5-512 kbps

	
	Haptic feedback

	1 DoF: 2-8 B

3 DoFs: 6-24 B

6 DoFs: 12-48 B
	[99.9] (without haptic compression encoding)

[99.999] (with haptic compression encoding)
	<5 for one packet [Note 2]
	1k-4k packets/s (without haptic compression encoding);

100-500 packets/s, (with haptic compression encoding)



	NOTE 1:
Motion-to-photon delay (the time difference between the user’s motion and corresponding change of the video image on display) should be less than 20ms, the communication latency for transfer the packets of one audio-visual media is less than 10ms, e.g. the packets corresponding to one video/audio frame are transferred to the devices within 10ms.

NOTE 2:   Refer to IEEE 1918.1 [3] , as for haptic feedback, the latency should be less than 25ms for accurately completing haptic operations. As rendering and hardware introduce some delay, the communication delay for haptic modality should be reasonably less than 5ms, i.e. the packets related to one haptic feedback are transferred to the devices within 10ms.


5.1.6.2 Service requirements for Immersive Multi-modal Virtual Reality application
Editor’s Note: The service requirements for Immersive Multi-modal VR application needs FFS.

Editor’s Note: KPIs for haptic- audio-video synchronisation needs FFS.

5.2
Remote control robot

5.2.1
Description

Human can use Remote control robot to operate some actions which they are not able to be on the spot. With real-time and synchronous visual, audio and haptic feedback, remote robot operator will perform reactions suitable for the situation, and remote control robot can follow operator’s action to do the exact work. This can be used in many different scenarios. It can be applied to remote care for elderly, remote detonation, remote operation, remote maintenance of facility, remote firefighting, etc. 
5.2.2
Pre-conditions

Alice is the operator of a remote robot for maintaining underground pipe. She has a sticker which has the same Dof and structure with the maintain tool on the remote robot. Both Alice and robot is connected to a 5G network with the ability to transfer video, audio and haptic information. 

5.2.3
Service Flows

1. Remote robot is at the spot of a damaged underground pipe, using integrated camera and sensor to send back video, audio and haptic information;

2. Alice hold the control stick and can receive the haptic information, and receive the video, audio information synchronous on the screen and from the sound.

3. After analysing these information, Alice perform the next move on the operator sticker.

4. The haptic information including force and Dof transfer to remote robot, and the robot performs the same action.
5.2.4
Post-conditions

Alice can remotely control the robot to finish the maintaining work.

5.2.5
Existing features partly or fully covering the use case functionality

In TS 22.263, there are requirements for supporting video, imaging and audio for professional applications.
5.2.6
Potential New Requirements needed to support the use case

 [PR 5.2.6-1] 5G system shall be able to support tactile and multi-modality communication service with following KPIs.

	
	modality
	reliability
	latency
	Packet size
	rate
	

	Remote control robot
	Haptic
	[99.99%]
	0.5-2ms(high-dynamic)

10ms(dynamic)

100ms(static)
	2-8b/DoF
	
	

	
	Video
	[99.999%]
	5ms
	1-10KB
	0,1 to 1Gbit/s supporting visual content (e.g. VR based or high definition video) with 4K, 8K resolution and up to120 frames per second content.[4]
	

	
	Audio
	[99.99%]
	5ms
	50-100B
	
	

	
	Sensor 
	[99.999%]
	
	
	
	

	Editor note: Coordination of different modalities need FFS.


5.3
Immersive VR games
5.3.1
Description

This use case is about supporting immersive VR games with tactile and multi-modality communication services. VR games have provided a better experience comparing to traditional games. As customers ask for more immersive game experience, haptic information has been taken into account including force and Dof. Traditional VR games provide video and audio information for players to create the real game scenarios. For better immersive VR games, haptic feedback is also essential which provides the reality of touching things in games as well as the interaction of team players. When network condition turns bad, packet loss may occur in media flow and haptic information flow, which may cause game lag and affecting the game experience.
5.3.2
Pre-conditions

Alice and Bob are playing a VR game together. They need to cover each other’s back, find weapons and fight with zombies.
5.3.3
Service Flows

1. Alice and Bob both joined this VR games, and they can see each other’s character in the view.

2. Alice found two stones on the ground, she picks up both the stones. 

3. Bob has nothing to arm himself. So he asks Alice to throw him a stone.

4. Alice heard Bob and throws one of the stone to Bob.

5. Bob catches the stone can feel the weight of the stone.
6. Network is in bad condition. Bob tries to throw the stone back to Alice, but the screen got stuck in where he did not throw the stone.

7. Alice see the stone and try to catch it. But the haptic feedback device was delayed and didn’t catch it.
5.3.4
Post-conditions

Alice and Bob can feel the things in the game as they are in the real world. The experience of this VR games is very realistic and smooth.
5.3.5
Existing features partly or fully covering the use case functionality

In TS 22.261, there are performance requirements for supporting VR services. [5]
5.3.6
Potential New Requirements needed to support the use case

 [PR 5.3.6-1] 5G system shall be able to support tactile and multi-modality communication service with following KPIs.

	
	modality
	reliability
	latency
	Packet size
	rate

	immersive VR games
	Haptic
	[99.99%]
	10-20ms(motion-to-photon latency)[7]
	2-8b/DoF
	

	
	Video
	[99.999%]
	
	1-10KB
	0,1 to 1Gbit/s supporting visual content (e.g. VR based or high definition video) with 4K, 8K resolution and up to120 frames per second content.[6]

	
	Audio
	[99.99%]
	5ms
	50-100B
	

	Editor note1: Coordination of different modalities need FFS.

Editor note2: definition for motion-to-photon latency and calculation need FFS.


5.4
Support of Skillset Sharing for Cooperative Perception and Maneuvering of Robots 
5.4.1
Description

Today, most automated driving vehicles  rely on a single controller, which is the vehicle itself: sensing and controlling features of its own [3]. Since 3GPP Rel-14, LTE-based support for V2V features have been developed and tested through collaborative participation from automotive and communication industry. However, it is still challenging to use automated driving functionalities in general unstructured settings, if the controlling features are based on a single controller, having no idea on how neighbouring vehicles will behave.

This consequently requires that the automated driving system (ADS) should allocate an extra safety margin into the planned trajectory which in turn causes traffic flow to be reduced and causes inefficiency to happen in a large scale network of vehicle networks where non-V2X vehicles and V2X-enabled vehicles possibly coexist. This is not even a problem for such an automated driving of road vehicles – the same applies to the operations of “automated maneuvering robots” in unstructured settings. Without cooperation, the field of perception of a vehicle/robots is limited to the local coverage of the onboard sensors – not only for the relative distance, relative angle.

As a technology enabler solution against such problems of guaranteeing safety and traffic efficiency, it has been studied to share the sensor information [9] and maneuver sharing [8] in SAE. Tactile Internet for V2N (potentially with assistance from edge cloud instead of general cloud servers) or V2V can enable an ultra-fast and reliable exchange of highly detailed sensor data sets between nearby vehicles, along with haptic information on trajectory [3]. Also, it would be one of the key factors for so-called “cooperative perception and maneuvering” functionalities [10]: planning cooperative maneuvers among multiple automated driving vehicle (or robots), such as plan creation, target point (TP) generation and target point risk assessment. It is by the TI connectivity that vehicles can perform a cooperative perception of the driving environment based on fast fusion of high definition local and remote maps collected by the onboard sensors of the surrounding vehicles (e.g., video streaming from camera, radar, or lidar). This allows to augment the sensing range of each vehicle and to extend the time horizon for situation prediction, with huge benefits for safety [3]. The onboard sensors in today automated driving vehicles generate data flows up to 8 Gb/s [3]. All these requirements call for new network architectures interconnecting vehicles and infrastructure utilizing ultralow-latency networks based on the Tactile internet for cooperative driving services [3].

This use case is related to the support of (1) cooperative perception and maneuvering and (2) extension of sensing range for cooperative automated driving scenarios using Tactile Internet, with some examples of moving robots (e.g., local delivery robots). Maneuvering and perception obtained via haptic and multimodal communications (also known as skillset sharing) are very timely shared between the controller and controlee.

5.4.2
Pre-conditions

Four robots S1, S2, C1 and C2 are working on delivery tasks from a geographic point to another, respectively.

Robots UEs S1 and S2 are automated driving robots with a standalone steer/control, maneuvering in a crowded village.

Robots UEs C1 and C2 are automated driving robots with steer/control and maneuver/skillset sharing functionalities, maneuvering in another crowded village.

The roads that robots are using in these villages are not structured road (i.e., no lane separator, no lane marks, etc.) and they are under the same conditions for robots to move.
5.4.3
Service Flows

1. S1 is moving at speed of X and is getting close to S2.
a) S1 does not know exactly what trajectory S2 is planning to move along. Therefore, S1 reduces the current moving speed to (0.5 * X). 
b) During the operation at this reduced speed, S1 still does not know the detailed trajectory of S2. Therefore, S1 reserves a distance of Y1 meters relative to S2 and gets ready to further reduce the speed or to make a full stop, monitoring the movement of S2.
c) S1 and S2 pass each other and continue their trip to the destinations, respectively.
2. C1 is moving at speed of X and is getting close to C2.
a) C1 knows exactly what trajectory C2 is planning to move along as they share the maneuvers. Therefore, C1 reduces the current moving speed to (0.9 * X). 
b) During the operation at this reduced speed, C1 still knows the detailed trajectory of C2 through maneuver sharing. Therefore, C1 reserves a distance of Y2 (Y2 << Y1) meters relative to C2 and gets ready to further reduce the speed to avoid any change of collision but there is very little chance that both should make a full stop as both are sharing the steer/control: one can yield the space for the other only when necessary.
c) C1 and C2 pass each other and continue their trip to the destinations, respectively.
5.4.4
Post-conditions

The total time that S1 and S2 should spend is much greater than the total time that C1 and C2 should spend.

The total energy consumption (e.g., to accelerate from a low speed level to X) for S1 and S2 is greater than that for C1 and C2.

Fig. 5.4.4-1 provides a simplified explanation on the behaviours of speed changes for examples without (left section) and with (right section) real-time multimodal communication for interactive haptic control and feedback (skillset sharing).
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Fig. 5.4.5-1. Simplified examples on the stochastic behaviours of the speed change (and the minimum margin to set between robots (or vehicle-styled robots)) without (left section) and with (right section) real-time multimodal communication for interactive haptic control and feedback (skillset sharing). The road is assumed to be in general unstructured setting, e.g., no lane separator or marks.
5.4.5
Existing features partly or fully covering the use case functionality

V2X performance requirements found in TS 22.185, TS 22.186. (e)CAV requirements in TS 22.104. VIAPA requirements in TS 22.163
5.4.6
Potential New Requirements needed to support the use case

[PR 5.4.6-1] 5G system shall be able to support real-time multimodality communication for interactive haptic control and feedback with KPIs as summarized in Table 5.4.6-1.
Table 5.4.6-1: Multi-modality communication service performance requirements.
	
	Traffic direction
	Traffic types
(note 1)
	Packet Size


	Reliability (%)
	Latency (ms)
(note 2)
	Average data rate

	Skillset sharing low- dynamic robotics

(including teleoperation)
	Controller to controlee 
	Haptic 
(position, velocity)
	n DoFs: (2n)-(8n) B

(n=1,3,6)
	[99,999]

	< [5-10]
	100-500 packets/s

(note 3)

	
	Controlee to controller
	Haptic feedback


	n DoFs: (2n)-(8n) B

(n=1,10,100)
	[99,999]

	< [5-10]
	100-500 packets/s
(note 3)

	
	
	Video
	1.5 kB
	[99,999]
	< 10
	1-100 Mbit/s

	
	
	Audio
	50 B
	[99,9]
	< 10
	5-512 kbit/s

	Highly dynamic/ mobile robotics
	Controller to controlee 
	Haptic 
(position, velocity)
	n DoFs: (2n)-(8n) B

(n=1,3,6)
	[99,999] (with compression)

[99,9] (w/o compression)
	< [1-5] 
	100-500 packets/s (with compression)

100-2000 packets/s (without compression)

	
	Controlee to controller
	Haptic feedback


	n DoFs: (2n)-(8n) B

(n=1,10,100)
	[99,999] (with compression)

[99,9] (w/o compression)
	< [1-5]
	100-500 packets/s



	
	
	Video
	2-4 kB
	[99,999]
	< 1-10
	1-10 Mbit/s

	
	
	Audio
	100 B
	[99,9]
	< 1-10
	100-500 kbit/s

	NOTE 1: Haptic feedback is typically haptic signal, such as force level, torque level, vibration and texture. 

NOTE 2: The latency requirements are expected to be satisfied even when multimodal communication for skillset sharing is via indirect communication (i.e., relayed by another intermediate node). 

NOTE 3: Compression is assumed.


5.5
Haptic feedback for a personal exclusion zone in dangerous remote environments

5.5.1
Description

With the assistance of 5G networks, many industries including mining, operate unmanned and automated. In mining scenarios, drilling safety and precise control for automated rigs and sending effective alarms when needed to the onsite crew is vital for their safety. When crew move heavy lifting equipment wearing personal protection equipment (PPE) for their safety or work in a noisy/poor visibility environment, audio/light alarm systems coverage may not be detected for immediate reaction therefore use of wearables (belts, shoe sole, arm/shoulder tactile equipment) can improve the reliability of alarm system.

Furthermore, the nature of human brain response time to light and audio makes the use of haptic feedback to alert faster and more reliable. Human brain response to the sense of touch in range of 1 ms where the response to audio and video is in 100s of milliseconds. Therefore, the alarm system can be enriched with additional haptic information and multimodality session can be relayed to the on-site crew over to accelerate human response time and improve the system reliability.

While haptic alarm can be actuated on an extended PPE haptic device (e.g., belt) to improve alerting the on-site crew, the audio siren and light evacuation signals (where possible) need to be sent, as an alert to ambient actuators requiring a multimodal information transfer via separate service data flows, to the proximity devices during an emergency for directing them to a safe location.
As an exmple, in a large mining environment, a hazard scenario is detected by the remote control unit to notif and navigate on-site workers by a multi modal alarm system to avoid exclusion zones. The multi modal alarm system monitors the environment using surveillance cameras fixed in the local site, on drones, or on workers helmets as well as haptic information relayed by the workers. Ambient sensory information (smoke, temperature, audio/video) can be relayed to a remote central monitoring and control unit to predict/detect hazard scenarios.

The personal exclusion zone needs to be defined to prohibit the entry of the on-site workers which can change over time. The detected exclusion zone information from remote control unit will actuate devices (e.g., siren and light) fixed in the local site or in drones as well PPE haptic belt actuator to navigate the workers.
5.5.2
Pre-conditions

Multi-modal UEs, with sensor, haptic and audio/visual capabilities, are interconnected, through the 5G Network provided by the MNO, both locally, or remotly over the MNO 5G Network.

The MNO provides service data flows for multimodal information delivered over one common session to different UEs. E.g., a single user may receive haptic information be sent to her/his haptic glove and belt and audio to be sent to her/his headset to help navigate the worker through the exclusion zone.
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Figure 5.x.2-1. Example of a personal exclusion zone
5.5.3
Service Flows

1.
A Worker using PPE connected to a monitoring and control unit walks through a mining site where multiple exclusion zones are defined to protect her/him from hazardous occurrences. As the worker gets closer to the exclusion zone, her/his PPE establishes a session to enable transmission of alarms to the monitoring and control unit, e.g., noise levels, visibility levels and user location

2. If a hazard situation is detected, on-site workers need to be alerted immediately and defined personal exclusion zone(s) should be communicated with the on-site miners according to their proximity to the exclusion zone. Thus, the monitoring system determines that the user must be alerted, through haptic and audio alerts, since the monitoring and control unit determined that those are the modal types the user can utilized safely in the dangerous environment
3. The monitoring and control system, navigates workers using both a trained haptic language instruction (single buzz on the right side: move right, single buzz on the left side: move left, etc.) set and audio/visual mechanism to enable the user to safely leave the hazard area
5.5.4
Post-conditions

The site worker is safely navigated away from the dangerous exclusion zone as the 5G network enables the PPE to alert the monitoring and control unit of dangerous situations which triggers the monitor and control unit to use the 5G network to transmit multi modal commands to steer away site workers from dangerous exclusion zones.

5.5.5
Existing features partly or fully covering the use case functionality

In 3GPP TS 22.263 [5], there are requirements for supporting video, imaging, and audio for professional applications.

In 3GPP TS 22.261 [6] there are requirements to support the following:

 Clause 6.3 Multiple Access Technologies

“Based on operator policy, the 5G system shall be able to provide simultaneous data transmission via different access technologies (e.g. NR, E-UTRA, non-3GPP), to access one or more 3GPP services”

“The 5G system shall support a set of identities for a single user in order to provide a consistent set of policies and a single set of services across 3GPP and non-3GPP access type”

Clause 6.26.2.5 Traffic Types

“The 5G system shall support traffic scenarios typically found in a home setting (from sensors to video streaming, relatively low amount of UEs per group, many devices are used only occasionally) for 5G LAN-type service”
5.5.6
Potential New Requirements needed to support the use case

[PR. 5.5.6-1] The 5G network shall be able to provide a mechanism to route specific traffic types from multimodal applications over a single session for a user using two or more UEs with different multimodal capabilities .See key performance requirements in Table 5.x.6-1. Haptic (DL) information is communicated only from Remote Site to Local Site.
Table 5.x.6-1: Potential Key performance requirements for a personal exclusion zone in dangerous remote environments.

	Traffic Direction
	Traffic Type
	Packet Size
	Reliability (%)
	Latency (ms)
	Average Data rate

	UL/DL
	Video
	1.5 kB
	[99.999]
	<400 [11]
	1-100 Mbps

	UL/DL
	Audio
	50 B
	[99.9]
	<150 [11]
	5-512 kbps

	UL/DL
	VR
	MTU
	[99.9]
	<300 
	600 Mbps

	DL
	Haptic
	Tactile sigs.

1 DoF: 2-8 B

10 DoFs: 20-80 B

100 DoFs: 200-800 B
	[99.999]
	0-50 [11] [12]
	1-4k pkts/s 

(w/o compression)

100-500 pkts/s,

(w/ compression.)


Editor’s Note:
KPIs for personal exclusion zone in dangerous remote environments may need further discussion and verification.

Editor’s Note:
The use case must be reviewed to consider aspects on time synchronization.
6
Consolidated requirements

Editor’s note: This clause contains the consolidated requirements of tactile and multi-modality communication services based on analysing the requirements from use cased in clause 5. 

7
Conclusions and recommendations

Editor's note: this clause will be used to document the conclusions and recommendation of the study.

Annex <A>:
Change history
	Change history

	Date
	Meeting
	TDoc
	CR
	Rev
	Cat
	Subject/Comment
	New version

	2021-02
	SA1#93e
	S1-210081
	
	
	
	Skeleton
	0.0.0

	2021-03
	SA1#93e
	S1-210317
	
	
	
	Including agreed docs: S1-210517, S1-210518, S1-210519, S1-210520, S1-210521, S1-210522, S1-210523
	0.1.0


5G UE





Application


Server





5G network








Service data flows











[image: image1.jpg]s



[image: image8.png]


[image: image9.png]


