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1. Introduction
This contribution proposes a new use case on online cooperative 3D map building with the focus on ProSe-based scenario for TR 22.916. 

2. Proposal
It is proposed to add the following use case to 3GPP TR 22.916.

[bookmark: definitions]
5.1.X	Online cooperative 3D map building 
5.1.X.1	Service descriptions
This use case considers a low-energy (or energy-efficient) cooperation scenario to collaboratively build a 3D map among a group of multiple robots, aiming at usage for unstructured settings, such as enterprise building cleaning, preparation for disinfection of large-scale building, and automation for agriculture. With cooperation among multiple robots gathering measurement data, it would be possible to either save energy or build a better quality outcome, or to attain both.
NOTE 1: Some aspects related to “automation for agriculture” can also be studied with a combined scenario of ground mobility and aerial mobility.
NOTE 2: The meaning of “map” in this use case is not necessarily limited to geographic appearance but it may also include still life objects that are useful or essential for robots working in an irregular and/or unstructured setting.

A group of service robots that are equipped with capabilities of multi-dimensional ambient sensing, computing (standalone and/or via compute fabric), federation in learning and model building, and 3GPP subscription-based communication, are in cooperation for a single joint project.
The availability of communication service to/from edge (or cloud) is three fold: not available, temporarily unavailable, or available (for certain period of time; positive interpretation although the term “available” does not mean “permanently available”).
 Editor’s Note: This use case is mostly focused on ProSe-based operation (also, referred to as “SL-based”) with partial or intermittent connection to NG-RAN (or to edge server via NG-RAN).
The edge (a server), if available for one or more of these service robots, will assist them to alleviate their computational burdens (that are or are not within the scope of 3GPP), giving rise to a demand of accessing service-specific network slice(s) or other forms of network resources with certain performance requirements.

An operator of robotic applications starts operating a group of service robots which are UEs.
These service robots discover each other and share their capabilities.
NOTE 3: For each service robot (UE), capabilities include certain characteristics such as types of supported RATs (e.g., NR, E-UTRA, or non-3GPP access technology) and information that are not within the scope of communications layer, such as remaining battery life.
All or some of these service robots form a working group (with one or more leader robots) and starts communicating.
Member robots send measurement data to a leader robot so that the leader robot can perform the next step to build a 3D map.
NOTE 4: The roles of leader robot(s) include coordination required for the operation of the working group of service robots, such as acting as sync master for other robots (sync devices) within the working clock domain.

These service robots scan environmental parameters, including 3GPP service availability, and collaboratively decide which operational scenario they should choose (i.e., Uu-based or ProSe-based, also referred to as SL-based).
Each service robot in the working group walks in coordination with each other, forming a gregarious cluster (i.e., distance between any pair is not unnecessarily far, degrading the performance of map building outcome).
Each service robot is exposed to uneven surface along its trajectory (e.g., signal angle measurement is not static, unpredicted loss of measurement accuracy level is likely to happen).
Depending on the accuracy level of 3D map at certain spot of the job site and decision made by the leader robot(s), the application layer of the leader robot requests to adjust the clock synchronisation target value within the clock synchronisation budget.
While moving along, one member robot, say robot A, faces some issue, resulting an unexpected drop in the moving speed.
Member robot A has already predicted this issue beforehand: its follow-up actions include reporting this information to a leader robot and marking time stamp on the measurement data with this outlier situation.
It is up to member robot A whether or not, to send the measurement data with outlier indication to a leader robot.
It is up to the leader robot whether or not, to use the received data with outlier indication, if received from member robot A, for 3D map building.
Later, member robot A gets a little bit away from the gregarious cluster, leading to a temporary loss of connection to a relay UE robot (or to gNB in Uu-based scenario). Member robot A promptly resumes a connection.
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Fig. 5.1.X.1-1: Inter-robot operation example when a network of service robots that have ambient intelligence (e.g., intra-robot operation) are in cooperation for a joint project. 

The working group of service robots can build up 3D map with only necessary level of accuracy so that they do not have to consume computing and communication resources to build up a 3D map of an area that is overly accurate.
Also, for an important area, they could adjust the level of accuracy.
They could prevent potential noise factors that could have contributed to the quality of 3D map with the help of prediction-based indication.
A robot that has instantaneously lost a connection can resume a connection very promptly and send time-critical information to other member(s).

5.1.X.2	Identified applicable requirements
Clock synchronisation: 3GPP TS 22.104 
· clause 5.6.1 Clock synchronisation service level requirements
· clause 5.6.2 Clock synchronisation service performance requirements
· clause 7.2.3.2 Clock synchronisation requirements
Timing resiliency: 3GPP TS 22.261
· clause 6.36.2 General requirements to ensure timing resiliency
· clause 6.36.3 Monitoring and reporting
· clause 6.36.4 Exposure
Multi-path relay: 3GPP TS 22.261 CR0651
· clause 6.9.2.1 support of a traffic flow of a remote UE via different indirect network connection paths
Positioning: 3GPP TS 22.261
· clause 7.3.2 High accuracy positioning performance requirements (see also clause 5.7.1 of 3GPP TS 22.104 for Factory of the Future scenario)
Service continuity: 3GPP TS 22.263
· clause 5.5 Service continuity

5.1.X.3.1	New applicable aspects recommended for further study 

The following applicable aspects are identified and recommended for further study and can be further considered with other ongoing or recently completed Studies if applicable.
[NAA-5.1.X-001] 5G system shall be able to provide a means to ensure [a very high accuracy level] of clock synchronization to support that a group of service robots can build up 3D map collaboratively (i.e., synchronization among service robots within a collaborating group and synchronization among the multiple sources related to the respective service robots) in which the accuracy level is required by the applications layer.
NOTE 1: Clock synchronization accuracy is provided by 5G in order to support applications that require time-sensitive communication.
Editor’s Note: The value for very high accuracy level of clock synchronisation will be revisited.
[NAA-5.1.X-002] 5G system shall be able to provide a means to detect anomaly/outlier (e.g., combined with noise factors or compromised by malfunctioning or malicious attacks) on the integrity and validity of clock synchronization source information in a timely manner in which the timeliness is required by the applications layer.

[NAA-5.1.X-0003] 5G system shall be able to ensure the integrity and validity of clock synchronization for a designated length of time when a group of service robots are in ProSe-based operation outside the coverage area served by NG-RAN.
NOTE 2: The time length is dependent upon the type of project.
Editor’s Note: The possible ranges for the time length are TBD.

[NAA-5.1.X-004] 5G system shall be able to provide a means for UE(s) to adjust the accuracy level of clock synchronisation.
[NAA-5.1.X-005] 5G system shall be able to provide a means to share the accuracy level and integrity-related info of clock synchronization with the cloud (in Uu-based scenario) or with the leader robot (in SL-based scenario). 

[NAA-5.1.X-006] 5G system shall be able to provide a means to resume the connection when an ongoing connection is disrupted (e.g., due to radio link failure b/w a robot and the communicating counterpart) within [a very short period of time], required by the applications layer.
Editor’s Note: The value will be revisited.
[NAA-5.1.X-007] 5G system shall be able to provide a means to allow a member robot that has predicted communication disruption or measurement failure to disseminate necessary information, which is required by the applications layer, to one or more destinations within a very short period of time required by the applications layer.
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