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Abstract: This document proposes a use case and related potential requirements to be included in FS_AIML_Ph2 TR 22.876 version 0.0.0.
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********** Second Change *********
[bookmark: _Toc91256617]x.y	Direct device connection assisted remote control operation for robotics service
[bookmark: _Toc91256618]x.y.1	Description
Remote controlled robot is one of the most significant AI/ML application so far. It plays an important role in many scenarios, e.g. warehouse, disaster rescue and smart factories [x1]. Considering the mobile robots shall work in dynamic environment, hence it needs to perform fast and reliable environment sensing and task schedule with real-time and precise control. An quadruped robot carries batteries of 3kg with maximum power of 650Wh [x2], while a high performance GPU consumes more than 250W. Thus, the battery life will be significantly impacted if such computational modules was embedded on the robot.
[bookmark: OLE_LINK6]Although the robot control task can be completed by itself with its available computation and energy resource, according to [x3, x4], the split controlling operation can reduce both the transmission burden and the local computation burden. As shown in Fig. x.y.1-1, the robot needs to send “sensing” data per control cycle and receiving “remote control” data from the cloud/edge control server per control cycle, in order to ensure the local controller can take over in time once an unexpected latency occurs. In that case, a maximum round-trip latency of 25ms can be tolerated for each control cycle, and the downlink latency for downloading “remote control” part can be relaxed to 12ms. 
[image: ]
Figure x.y.1-1. Split controlling operation over 3GPP network [x4]
[bookmark: _Toc91256619]x.y.2	Pre-conditions
A robot is performing outdoor task using split remote control operation. The robot, as a UE, is transmitting the data to the cloud/edge control server over the operator’s 5G network, and there are related indicators as follow [x3, x4]:
-	For each control cycle of 1ms, the UE sends an UL data with size of 592B to the cloud/edge control server.
-	For each control cycle of 1ms, the UE receives a DL data with size of 40kB from the cloud/edge control server.
-	For transmission latency, the overall remote control application mostly cares round-trip latency. And it can be calculated as: The round-trip latency (25ms) = application processing time (12ms) + 5GS UL and DL transmission time (13ms). 

Figure x.y.2-1 Time consumption of application processing and data transmission with certain UL and DL data size
[bookmark: OLE_LINK1]The operator’s 5G network has the ability to support data transmission via direct network connection (Uu) or via direct device connection (sidelink).
[bookmark: _Toc91256620]x.y.3	Service Flows
1. The robot connects to the cloud/edge control server via the  operator’s 5G network. How the split remote control operations works on the robot side and the server side are determined by the application. 
2. The robot is well powered and in good coverage, so it can perform the determined split control operations well. For each control cycle, the robot performs some local computation and sends the sensing data to the server via direct network connection. The server performs the remote control computation, and respond the commands back to the robot.
3. Later on, when the robot is moving to a bad coverage area where the robot will not be able to use the direct network connection for the data transmission anymore, the robot discovers a neighboring relay UE for the UL and DL data transmission via direct device connection.
4. The transmission via direct device connection can still satisfy the round-trip transmission latency requirement with certain UL and DL data size, 592B and 40kB respectively. Meanwhile, the robot’s IP address allocated by the operator’s network is not changed so that the continuity of the split remote-control operation can be guaranteed. 
5. The robot service with split remote-control operation is sustained without any user experience degradation and interruption.  
[bookmark: _Toc91256621]x.y.4	Post-conditions
Due to the timely direct device connection assisted by a neighboring UE, the robot in split remote-control operation can always complete outdoor tasks no matter in good or bad coverage.  
[bookmark: _Toc91256622]x.y.5	Existing features partly or fully covering the use case functionality
TS 22.261 v18.6.0 clause 7.10
the AI inference KPI is defined as the table below. Although all KPIs is strictly defined per UL and DL, there is no such KPI requirements applied to the total UL and DL as well as direct device connection within the whole communication.  
Table 7.10-1 KPI Table of split AI/ML inference between UE and Network Server/Application function [1]
	Uplink KPI
	Downlink KPI
	Remarks

	Max allowed UL end-to-end latency
	Experienced data rate
	Payload size
	Communication service availability
	Reliability
	Max allowed DL end-to-end latency
	Experienced data rate
	Payload size
	Reliability
	

	2 ms
	1.08 Gbit/s
	0.27 MByte
	99.999 %
	99.9 %
	
	
	
	99.999 %
	Split AI/ML image recognition

	100 ms
	1.5 Mbit/s
	
	
	
	100 ms
	150 Mbit/s
	1.5 MByte/‌frame
	
	Enhanced media recognition

	
	4.7 Mbit/s
	
	
	
	12 ms
	320 Mbit/s
	40 kByte
	
	Split control for robotics

	NOTE 1:	Communication service availability relates to the service interfaces, and reliability relates to a given system entity. One or more retransmissions of network layer packets can take place in order to satisfy the reliability requirement.



[bookmark: _Toc91256623]x.y.6	Potential New Requirements needed to support the use case
[bookmark: _Toc91256624][bookmark: _Toc56982022]x.y.6.1	Potential Functionality Requirements
[bookmark: OLE_LINK2][bookmark: OLE_LINK3][bookmark: _GoBack][P.R.x.y-001] The 5G system shall be able to provide means to determine a UE’s UL and DL QoS parameters dynamically for its communication via direct device connection or direct network connection, based on the traffic pattern (e.g. UL and DL data size, transmission interval, and total UL and DL transmission latency) required by the 3rd party application.
[P.R.x.y-002] The 5G system shall be able to provide means to determine a UE’s UL and DL QoS parameters on direct device connection.
[P.R.x.y-003] The 5G system shall be able to provide mechanisms to sustain the same IP address of a UE when the communication of the UE switches from direct network connection to direct device connection, or vice versa. 
x.y.6.2	Potential KPI Requirements
Based on the the description in subclause x.y.2, the KPI requirements are summarized as below:
Table x.1-1	KPI requirements for remote control operation for robotic service 
	Remote control operation
	Maximum data size per round
	[bookmark: OLE_LINK4]Total UL and DL end-to-end latency
	Experienced UL data rate
	Experienced DL data rate 

	Remote controlled robot
	UL: 592Bytes
DL: 40kBytes
	13ms
	4.7Mbit/s
(NOTE 1)
	320Mbit/s
(NOTE 1)

	
[bookmark: OLE_LINK5]NOTE 1: In the use case of split control, even if the total UL and DL end-to-end latency is certain, the UL part and the DL part may be changed, so the UL and DL data rate may be changed respectively. The assumption here is that the UL end-to-end latency is 1ms and DL end-to-end latency is 12ms.




*******************End of Change*****************
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