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Abstract: This document proposes a use case and related potential requirements to be included in FS_AIML_Ph2 TR 22.876 version 0.0.0.
********** First Change *********
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********** Second Change *********
[bookmark: _Toc91256617][bookmark: _Toc91258890]7.x	5GS assisted distributed joint inference
[bookmark: _Toc91256618]7.x.1	Description
Distributed joint inference is shown in Figure-7.x.1-1. When a 3rd party UE wants to obtain relevant information of UE1, the 3rd party UE needs to cooperate with some assistant UEs near UE1, and since the assistant UEs are located in different directions to UE1, the information in different directions to UE1 can be collected accurately. The assistant UEs can provide the inference results about UE1 to the 3rd party UE based on the local model, and the 3rd party 	UE aggregates multiple results to obtain richer and more accurate UE1 information (e.g. shape and specific location). The assistant UEs can also send the collected data related to UE1 to the 3rd party UE, and the 3rd party UE aggregates multi-source data to obtain more abundant data samples and perform inference, thereby obtaining more accurate results.


Figure-7.x.1-1: The distributed joint learning framework
When a 3rd party vehicle wants to obtain relevant information of a certain vehicle 1 (e.g. position, width, length, height, profile, orientation), the data collected by the 3rd party vehicle itself is limited. For example, the 3rd party vehicle, which is directly behind vehicle 1, can only obtain relevant data on the tail of vehicle 1 through sensors, and can identify the width and height of the vehicle 1 through the inference of the local 3D object detection model, but there is no way to know the length of the vehicle 1, or even a more precise vehicle profile, orientation, etc. In addition, although the location of UE1 can be known through equipment such as the radar of the 3rd party vehicle, limited by the singleness of the data, the positioning accuracy based on the information obtained by a single vehicle is limited. All of the above problems need to be solved through multi-vehicle joint inference. The performance to use the joint inference is shown in the Figure-7.x.1-2. Its clear shows that despite the green vehicle generating false orientations and location by its local model, the global map (i.e., the red box) can correct the orientation and location error for the green vehicle based on the aggregated results of three vehicles (i.e. blue box, green box and yellow box) [x1].
[image: ]
Figure-7.x.1-2: The performance based on the distributed joint learning

[bookmark: _Toc91256619]7.x.2	Pre-conditions
When a vehicle accident occurs somewhere and the road is congested. Alice's auto-driving vehicle wants to know the complete situation of the accident (e.g. the exact location of the vehicle in the accident, the length, width and height of the vehicle, the yaw rotation of the vehicle, etc.), so as to plan the vehicle's driving trajectory in real time. Therefore, Alice’s vehicle needs to find and establish connections with vehicles in different directions near the accident vehicle, and collect inference results from different directions of the accident vehicle based on the 3D object detection model, so as to completely restore the scene around the accident vehicle. 
Though the accident vehicle cannot move due to the collision to a barricade afront, the electronic device can still work as normal.
The detail scenario is shown in Figure-7.x.2-1.


Figure-7.x.2-1: Distributed joint learning used in the vehicle accident
 
[bookmark: _Toc91256620]7.x.3	Service Flows
1. Alice’s auto-driving vehicle wants to know the complete situation of the accident vehicle. So, her car sends the request to the accident vehicle to let the accident vehicle discover others cars around, winthin a certain distance from the accident vehicle, and located in different directions to the accident vehicle.
2. The accident vehicle establishes connections with the surrounding vehicles, performs SL positioning with other vechicles and gets the position and direction information of surrounding vehicles relative to itself.
3. Based on the request from Alice’s vehicle, the accident vehicle discovers some suitable vechiles and sends those vechicles list to the Alice’s vechile.
4. Alice’s vechile finally decides which vechiles to select for distributed joint inference. Alice’s vechile establishes the connections with the vehicles provded by the accident vehicle. If some of the vechiles Alice can not directly connect with, it can use the accident vehicle as a relay to get the inference result from those vechiles based on the local 3D object detection model. Or the accident vehicle can collect the inference results from the other UEs and send the results together to the Alice.
5.  Each vehicle performs the local 3D object detection and sends the result to the accident vichile or Alice’s vechile.
6. Alice’s vehicle aggregates the results and get the complete and accurate situation of the the accident. Based on the result, Alice’s vehicle makes an updated trajectory plan.
7. Alice’s car also sends the aggregated results to the application server, so that other vehicles can get the complete situation of the accident scene from the application server as long as driving near to the accident vehicle.

[bookmark: _Toc91256621]7.x.4	Post-conditions
Thanks to SL positioning by the accident vehicle and the inference provided by other vechilesp, Alice’s vechile can find some vehicles near the accident vehicle and located in different directions to the accident vehicle, Alice’s vechile can get the situation of the accident scene accurately and make a path planning to avoid road congestion effectively. 
[bookmark: _Toc91256622]7.x.5	Existing features partly or fully covering the use case functionality
In TS 22.261 clause 6.40.2, there is a requirement for FL scenario, i.e. the 5GS to assist 3rd party to determine FL members. But it is between the 5GS NF and the 3rd party. For the distributed joint inference use case, the communication is between the 3rd party UE and the UE1 or other UEs. The existing UE can not support to help find the suitable UEs request by the 3rd party UE. 
Subject to user consent, operator policy and regulatory requirements, the 5G system shall be able to expose information (e.g. candidate UEs) to an authorized 3rd party to assist the 3rd party to determine member(s) of a group of UEs (e.g. UEs of a FL group).

[bookmark: _Toc91256623]7.x.6	Potential New Requirements needed to support the use case
[bookmark: _Toc56982022][bookmark: _Toc91256624]7.x.6.1	Potential Functionality Requirements
[bookmark: _GoBack][P.R.7.x-001] Subject to user consent and operator policy, 5GS shall support a UE-a to discover the other UEs and perform the SL positioning via the direct device connection to select the other UEs which are winthin a certain distance from the UE-a and located in different directions to the UE-a. 
[P.R.7.x-002] Subject to user consent and 3rd party’s request, the 5G system shall support a UE-a to expose information (e.g. candidate UEs) to a 3rd party to assist the 3rd party to determine the members to perform the distributed joint inference.
7.x.6.2	Potential KPI Requirements
The inference result for each sample is about 1KB [x2], so there is no strict requirement to transmission KPI. Assuming a car moving with speed of 60 KPH and it triggers the accident car’s recgnition request when it is 200 meters away from the accident car, it has 12 seconds to finish the whole service flows in subclause 7.x.3. Therefore, for the data transmission latency, it should not be a bottleneck.  

*******************End of Change*****************
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