[bookmark: _Hlk80089761]3GPP TSG-SA WG1 Meeting #95-e	S1-213323
[bookmark: _Hlk80089733]Electronic Meeting, Aug 23 – Sept 2, 2021	(revision of S1-213099)

Title:	FS_TACMM: Improved text on multi-modality input and output
Agenda Item:	7.12.1
Source:	InterDigital
Contact:	Atle Monrad <atle dot monrad at interdigital dot com>


Abstract: 
This paper provides updated text to the 3GPP TR 22.847 version 0.3.0 on wearables and multi-modality input and output.
* * * *   First Change   * * * *
4.2 Multi-modality Interactions System

Figure 4.2-1. Multi-modality Interactions System
As shown in figure 4.2-1, Multi-modality outputs are generated based on the inputs from multiple sources. In the multi-modality interaction system, modality is a type or representation of information in a specific interaction system. Multi-modality interaction is the process during which information of multiple modalities are exchanged. Modality types consists of motion, sentiment, gesture, etc. Modality representations consists of video, audio, tactition (vibrations or other movements which provide haptic or tactile feelings to a person), etc.
* * * *   Next Change   * * * *
5.5	Haptic feedback for a personal exclusion zone in dangerous remote environments
5.5.1	Description
[bookmark: _Hlk72249916]With the assistance of 5G networks, many industries including mining, operate unmanned and automated. In mining scenarios, drilling safety and precise control for automated rigs and sending effective alarms when needed to the onsite crew is vital for their safety. When crew move heavy lifting equipment wearing personal protection equipment (PPE) for their safety or work in a noisy/poor visibility environment, audio/light alarm systems coverage may not be detected for immediate reaction therefore use of wearables (belts, shoe sole, arm/shoulder tactile equipment) can improve the reliability of alarm system.
Furthermore, the nature of human brain response time to light and audio makes the use of haptic feedback to alert faster and more reliable. Human brain response to the sense of touch in range of 1 ms where the response to audio and video is in 100s of milliseconds. Therefore, the alarm system can be enriched with additional haptic information and multimodality session can be relayed to the on-site crew over to accelerate human response time and improve the system reliability.
While haptic alarm can be actuated on an extended PPE haptic device (e.g., belt) to improve alerting the on-site crew, the audio siren and light evacuation signals (where possible) need to be sent, as an alert to ambient actuators requiring a multimodal information transfer via separate service data flows, to the proximity devices during an emergency for directing them to a safe location. Furthermore, affective wearables feedback and affective or biometric data collected from workers can adjust the navigation process to the workers temperament in order to effectively guide them away from the hazard locations.
As an example, in a large mining environment, a hazard scenario is detected by the remote control unit to notif and navigate on-site workers by a multi modal alarm system to avoid exclusion zones. The multi modal alarm system monitors the environment using surveillance cameras fixed in the local site, on drones, or on workers helmets as well as haptic information relayed by the workers. Ambient sensory information (smoke, temperature, audio/video) can be relayed to a remote central monitoring and control unit to predict/detect hazard scenarios.
The personal exclusion zone needs to be defined to prohibit the entry of the on-site workers which can change over time. The detected exclusion zone information from remote control unit will actuate devices (e.g., siren and light) fixed in the local site or in drones as well PPE haptic belt actuator to navigate the workers.
5.5.2	Pre-conditions
Multi-modal UEs, with sensor, haptic and audio/visual capabilities, are interconnected, through the 5G Network provided by the MNO, both locally, or remotly over the MNO 5G Network.
The MNO provides service data flows for multimodal information delivered over one common session to different UEs. E.g., a single user may receive haptic information be sent to her/his haptic glove and belt and audio to be sent to her/his headset to help navigate the worker through the exclusion zone.


Figure 5.5.2-1. Example of a personal exclusion zone
* * * *   End-of Changes   * * * *
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