Page 1



3GPP TSG-SA1 Meeting #94e
S1-211030
Electronic Meeting, 10 – 20 May 2021
(revision of S1-21xxxx)
	CR-Form-v12.1

	CHANGE REQUEST

	

	
	22.104
	CR
	0071
	rev
	0
	Current version:
	18.0.0
	

	

	For HELP on using this form: comprehensive instructions can be found at 
http://www.3gpp.org/Change-Requests.

	


	Proposed change affects:
	UICC apps
	
	ME
	
	Radio Access Network
	
	Core Network
	


	

	Title:

	22.104 – V18.0.0 – quality improvement – update of Annex C.1

	
	

	Source to WG:
	Siemens, Nokia, Nokia Shanghai Bell

	Source to TSG:
	WG1

	
	

	Work item code:
	TEI18
	
	Date:
	2021-04-30

	
	
	
	
	

	Category:
	D
	
	Release:
	Rel-18

	
	Use one of the following categories:
F  (correction)
A  (mirror corresponding to a change in an earlier 












release)
B  (addition of feature), 
C  (functional modification of feature)
D  (editorial modification)

Detailed explanations of the above categories can
be found in 3GPP TR 21.900.
	Use one of the following releases:
Rel-8
(Release 8)
Rel-9
(Release 9)
Rel-10
(Release 10)
Rel-11
(Release 11)
…
Rel-15
(Release 15)
Rel-16
(Release 16)
Rel-17
(Release 17)
Rel-18
(Release 18)

	
	

	Reason for change:
	Figure C.1.1-1 has consistently lead to confusion. One of the main reasons is that it is mistaken for an architectural diagram. Also, it has not been clear how the communication service interface relate to the reference interface/point between application and network.

	
	

	Summary of change:
	Annex C.1 is updated: Figure C.1.1-1 is replaced with conceptual model (UML class diagrams) and the text body is adjusted accordingly. Furthermore, diagrams for clarifying the relationship between communication service interface, reference interface, logical link, and connection are introduced in a new clause. A link to this new clause is introduced in clause 5.1. Figure C.1.2.-1 is removed since it is no longer needed.

	
	

	Consequences if not approved:
	Figure C.1.1-1 will continue to cause confusion. Also, the relationship between reference point/interface and  communication service interface remains unclear.

	
	

	Clauses affected:
	2, 3.1, 5.1, C.1 

	
	

	
	Y
	N
	
	

	Other specs
	
	X
	 Other core specifications

	TS/TR ... CR ... 

	affected:
	
	X
	 Test specifications
	TS/TR ... CR ... 

	(show related CRs)
	
	X
	 O&M Specifications
	TS/TR ... CR ... 

	
	

	Other comments:
	

	
	

	This CR's revision history:
	



START OF PROPOSED CHANGES


 Start of Change 1 


Annex C (informative):
Characterising communication services

C.1
Modelling of communication in automation

C.1.1
Area of consideration

The discussion of communication in automation centres around the conceptual model of distributed applications. This model is illustrated in Figure C.1.1-1. 
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Figure C.1.1-1: Conceptual model of a distributed application using a wireless communication system
Here, a distributed application is depicted. This application includes local application functions. These can be functions in sensors, measurement devices, drives, switches, I/O devices, encoders etc. In the context of this specification, namely cyber-physical control, these functions contribute toward the control of physical objects. The essential function of the communication system is the transmission of messages between the local application functions. Wireless communication functions are realised by hardware and software implementations. For cyber-physical control applications, the dependability of the entire communication system is essential. 
The messages are exchanged at reference points between the local application function and the wireless communication function. The reference points are implemented as so-called reference interfaces. Required and guaranteed values for characteristic parameters that describe the behavioural properties of the radio communication system are exchanged via this interface and so are influence quantities.

The expected behaviour of the wireless communication system is described by characteristic parameters (e.g., end-to-end latency), the characteristics of the communication system (e.g., output power of a transmitter), and the transmission conditions of the wireless medium (e.g., signal fluctuations caused by multipath propagation). 

General requirements from the application point of view for the time and failure behaviour of a communication system are mostly related to an end-to-end link, namely between two reference interfaces. 
Figure C.1.1-2 illustrates the instantiation of the conceptual model in Figure C.1.1-1 for a 5G system. Note that the class of 5G communication also includes wired connections (more on this in clause C.1.2.5).
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Figure C.1.1-2: Conceptual model of a distributed application using a 5G system
C.1.2
Logical link

C.1.2.1
Nature and function




The logical link is between a reference point in a source device and the reference point in a target device. 

The intended function of the logical link is the transmission of a sequence of messages from a source reference  point to the correct target reference point. This is achieved by transforming each message into a form that fosters error-free transmission. The transmission process includes certain processes, for instance repetitions, in order to fulfil the intended function. After transmission, the transported package/s is/are converted back into a message. Typically, the message is to be available and correct at the target within a defined time. Also, the sequence of messages at the target is to be the same as the sequence at the source.

The functional units, which are necessary to fulfil this function are shown, in Figure C.1.2.1-1.
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Figure C.1.2.1-2: The asset "logical link"

The required communication function can be impaired by various influences, which can lead to communication errors. Such errors are described elsewhere in the literature [4][5]. A summary of these errors is provided in Annex A. The occurrence of one of these errors influences the values of the relevant dependability parameters of the logical link. 

C.1.2.2
Message transformation

The present document addresses both OSI-layer-3 (IP) and OSI-layer-2 communication. The model in Figure C.1.2-1 can be used for describing both cases. The implementation of communication functions is split between a higher communication layer (HCL) and a lower communication layer (LCL). The partition of the layer for the two traffic options discussed in the present document is provided in Table C.1.2.2-1. This difference is of importance when discussing the implications of the service performance requirements in Clause 5 and Annex A for the network performance (see Clause C.5).

Table C.1.2.2-1: Partition into higher communication layer and lower communication layer

	OSI level at which the traffic occurs
	Levels comprised by the higher communication layer
	Levels comprised by the lower communication layer

	3
	4 to 6
	1 to 3

	2
	3 to 6 (note)
	1 to 2

	NOTE:
In some vertical application, level 3 to 6 are not implemented.


The messages to be transmitted for the intended function of a logical link are defined by strings of characters with a certain semantic. Such a character string is handed over as user data at the reference interface for transmission. If the number of characters in a message is too great for it to be transmitted as a unit, the message is divided for transmission into several packets (fragmentation). 

C.1.2.3
Communication device

The communication device—together with the physical link—determines the function and thus the dependability of the logical link. The function of the communication device is the correct sending and correct receipt of sequences of messages. The asset "communication device" is depicted in Figure C.1.2.3-1. 
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Figure C.1.2.3-1: Asset "communication device"

C.1.2.4
Communication system

The communication system as an asset represents a quantity of logical links whose message transmissions are implemented by wired and wireless devices via one or more media. The communication system function to be provided consists in transmitting messages for all the logical links in the distributed application. This function is to be performed for a defined period, the operating time of the automation application. 

In an automation application system, it is paramount that requirements pertaining to logical links are fulfilled. These requirements and the conditions can be very different from one case and implementation to the other. The functions (services and protocols) for individual logical links can therefore also be different. Despite these differences, some of the logical links share communication devices and media. 

C.1.2.5
Logical link and device connection

Note that depending on the particular deployment, the communication service interface (CSIF) does not terminate at the local application function. A conceptual model is shown in Figure C1.2.5-1 
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Figure C.1.2.5-1: Conceptual model of 5G configurations for distributed applications.
Note that where local application functions do not interface with a 5G communication function, the reference interface is different from the communication service interface; similarly, the logical link and the connection are not the same. This is illustrated in Figures C.1.2.5-2 to C.1.2.5-5. 
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Figure C.1.2.5-2: Deployment of a distributed application in which both local application functions interfaces with a 5G wireless communication function (UEs)
Figure C.1.2.5-2 depicts a UE-to-UE connection between two local application functions. Here, the CSIF is the same as the reference interface, and the logical link and the connection coincide.
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 Figure C.1.2.5-3: Deployment of a distributed application in which both local application functions interfaces with a data network and both non-3GPP networks interface with the 5G wireless communication functions (UEs)
Figure C.1.2.5-3 depicts a connection between two local application functions via two LANs that are bridge by a UE-to-UE connection. Here, none of the CSIFs are the same as the reference interfaces, and the logical link and the connection do not coincide.
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 Figure C.1.2.5-4: Deployment of a distributed application in which one local application function interfaces with the 5G wireless communication functions (UE) and the other local application function interfaces with a data network
    Figure C.1.2.5-4 depicts a connection between two local application functions via a UE and a data network that connects with the 5G core. Here, only the CSIF at the UE is the same as the reference interface, and the logical link and the connection do not coincide.
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 Figure C.1.2.5-5: Deployment of a distributed application in which both local application functions interfaces with a non-3GPP network and the LAN interfaces with a 5G wireless module (UE) while the data network interfaces with the 5G core
Figure C.1.2.5-5 depicts a connection between two local application functions via a LAN, a UE, the UPF, and a data network. Here, none of CSIFs are the same as the reference interfaces, and the logical link and the connection do not coincide.
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3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

characteristic parameter: numerical value that can be used for characterising the dynamic behaviour of communication functionality from an application point of view.

clock synchronicity: the maximum allowed time offset within a synchronisation domain between the sync master and any sync device. 

NOTE 1: Clock synchronicity (or synchronicity) is used as KPI of clock synchronisation services.

NOTE 1A: Clock synchronicity is also referred to as clock (or time) synchronization precision.

clock synchronisation service: the service to align otherwise independent user-specific UE clocks.

communication service availability: percentage value of the amount of time the end-to-end communication service is delivered according to an agreed QoS, divided by the amount of time the system is expected to deliver the end-to-end service according to the specification in a specific area.
NOTE 2:
The end point in "end-to-end" is assumed to be the communication service interface.

NOTE 3:
The communication service is considered unavailable if it does not meet the pertinent QoS requirements. If availability is one of these requirements, the following rule applies: the system is considered unavailable if an expected message is not received within a specified time, which, at minimum, is the sum of maximum allowed end-to-end latency and survival time.

NOTE 4:
This definition was taken from TS 22.261 [2].

communication service interface: service interface between a 5G system and an application or network connecting to the 5G system.

communication service reliability: ability of the communication service to perform as required for a given time interval, under given conditions.

NOTE 5:
Given conditions would include aspects that affect reliability, such as: mode of operation, stress levels, and environmental conditions.

NOTE 6:
Reliability may be quantified using appropriate measures such as mean time between failures, or the probability of no failure within a specified period of time.

NOTE 7:
This definition is based on IEC 61907 [7].

data network: wired network that interfaces with the 3GPP core network. 
end-to-end latency: the time that takes to transfer a given piece of information from a source to a destination, measured at the communication interface, from the moment it is transmitted by the source to the moment it is successfully received at the destination.

NOTE 8:
This definition was taken from TS 22.261 [2].

error: discrepancy between a computed, observed or measured value or condition and the true, specified or theoretically correct value or condition. 

NOTE 9: This definition was taken from IEC 61784-3 [3].

factory automation: automation application in industrial automation branches typically with discrete characteristics of the application to be automated with specific requirements for determinism, low latency, reliability, redundancy, cyber security, and functional safety.
NOTE 10:
 Low latency typically means below 10 ms delivery time.

NOTE 11:
 This definition is taken from IEC 62657-1 [18].

global clock: a user-specific synchronization clock set to a reference timescale such as the International Atomic Time.
influence quantity: quantity not essential for the performance of an item but affecting its performance. 

process automation: automation application in industrial automation branches typically with continuous characteristics of the application to be automated with specific requirements for determinism, reliability, redundancy, cyber security, and functional safety.

NOTE 12:
This definition is taken from IEC 62657-1 [18].
reference interface: an interface between two non-overlapping functional groups.
NOTE 12A: The reference interface is part of the reference point.
NOTE 12B: In the context of this document, the interface is situated between an application and a network.
reference point: a conceptual point at the conjunction of two non-overlapping functional groups. 
NOTE 12C: A reference point consists of one or more interfaces.

NOTE 12D: This definition is taken from ITU-T I.112 [28].
service area: geographic region where a 3GPP communication service is accessible. 

NOTE 13:
 The service area can be indoors.

NOTE 14:
 For some deployments, e.g., in process industry, the vertical dimension of the service area can be considerable. 

NOTE 15:
 This definition was taken from TS 22.261 [2].

survival time: the time that an application consuming a communication service may continue without an anticipated message.
sync device: device that synchronizes itself to the master clock of the synchronization domain.

sync master: device serving as the master clock of the synchronization domain.

transfer interval: time difference between two consecutive transfers of application data from an application via the service interface to 3GPP system. 

NOTE 16:
This definition is based on subclause 3.1.85 in IEC 62657-2 [17].

user experienced data rate: the minimum data rate required to achieve an experience of sufficient quality, with the exception of scenario for broadcast-like services where the given value is the maximum that is needed.

NOTE 17: This definition was taken from TS 22.261 [2].

vertical domain: an industry or group of enterprises in which similar products or services are developed, produced, and provided.

working clock: a user-specific synchronization clock for a localized set of UEs collaborating on a specific task or work function.
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5.1
Overview

There are two fundamental perspectives concerning dependable communication in 5G systems: the end-to-end perspective of the communication services and the network perspective (see Figure 5.1-1).
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Figure 5.1-1: Network perspective of 5G system 

The Communication Service in Figure 5.1-1 may be implemented as a logical communication link between a UE on one side and a network server on the other side, or between a UE on one side and a UE on the other side as shown in Figure 5.1-1. Note that other deployments are possible (see Clause C.1.2.5). However, the 5G connection always lies within the 5G system and the CSIF always lies at the boundary of the 5G system.  
In some cases, a local approach (e.g. network edge) is preferred for the communication service on the network side in order to reduce the latency, to increase communication service availability, or to keep sensitive data in a non-public network on the factory site.

The tables in Clauses 5.2 through 5.5 below provide sets of requirements where periodicity and determinism are critical to meeting cyber-physical control application needs in various vertical scenarios. While many use cases have similar KPI values, the important distinction is that in order to meet the needs of different verticals and different uses, the 5G system will need to be sufficiently flexible to allow deployment configurations that can meet the different sets of KPIs specific to each use. 

Communication service availability is considered an important service performance requirement for cyber-physical applications, especially for applications with deterministic traffic. The communication service availability depends on the latency and reliability (in the context of network layer packet transmissions, as defined in TS 22.261 [2]) of the logical communication link, as well as the survival time of the cyber-physical application (see Annex C.3 for further details on these relations).

The communication service reliability requirements also depend on the operation characteristics of the corresponding cyber-physical applications. Typically, the communication services critical for the automation application also come with stringent communication service reliability requirements. Note that the communication service reliability requirement has no direct relationship with the communication service availability requirement.

The "# of UEs" in the tables in clauses 5.2 to 5.5 is intended to give an indication of the UE density that would need to be served within a given service area.

Clock synchronisation is needed in many "vertical" use cases. The requirements and tables in Clause 5.6 provide specific criteria for managing time sensitive communications in an industrial environment.

High accuracy positioning is becoming essential for Factories of the Future. The reason for this is that tracking of mobile devices as well as mobile assets is becoming increasingly important in improving processes and increasing flexibility in industrial environments, Clause 5.7 provides positioning requirements for horizontal and vertical accuracy, availability, heading, latency and UE speed in an industrial use case scenario.

An example of the relationship between reliability (in the context of network layer packet transmissions, as defined in TS 22.261 [2]), survival time and communication service availability of a logical communication link is illustrated in the following Table 5.1-1. This is done for a special case where packet errors are uncorrelated, which in many cases is an unrealistic assumption.

Table 5.1-1: Example of relationship between reliability (as defined in TS 22.261) and communication service availability when the survival time is equal to the transfer interval.

	Communication service availability
	Reliability
( as defined in TS 22.261) 
1 - p

	99.999 9 %
	99.9 %

	99.999 999 %
	99.99 %

	99.999 999 99 %
	99.999 %

	99.999 999 999 9 %
	99.999 9 %

	99.999 999 999 999 %
	99.999 99 %
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