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Abstract

This document proposes to introduce a use case on Real time media editing with on-board AI inference in 3GPP TR 22.874

The intention with this use case is to illustrate how DNN models for media content analysis and for media content edition will be needed in modern smartphones and use this use case to justify detailed requirements.

Description
Smartphone is the #1 device that people carry and use everywhere for audio and video recording. It also becomes the first device to exchange media content with friends and family, to publish on social media. High end smartphones embed more and more powerful CPU and GPU and even dedicated AI hardware accelerators. As camera and picture/video quality become a differentiator among high end smartphones, AI/ML models to enhance photo shoots locally emerge on these high-end devices. AI accelerators are expected to enable the execution of complex AI/ML models directly on end-users connected devices; not only photo enhancements but high-quality audio and video content analysis and enhancement are expected to be executed locally on smartphones. Smartphones will consequently become a device to edit media content prior to sharing over the network. With the advent of 5G, new services relying on on-demand downloads of large AI/ML models to be executed in (near) real time on end user device will emerge; depending on the service, the environment, the user’s preference, the device characteristics, etc., these DNN models will need to be adapted or updated under strict latency constraints which prevent all of them to be stored locally in advance.
The following DNN models are initially foreseen:

· DNN models for media content analysis: object detection, segmentation, face recognition, people counting, human activity tracking

· DNN models for media content edition: audio and video quality improvement, language translation, face anonymisation

Proposal
It is proposed to include the below use case in 3GPP TR 22.874 version 0.0.0
***   First change   ***

2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[x]
3GPP TS 22.261: "Service requirements for the 5G system; Stage 1".
…

[x]
<doctype> <#>[ ([up to and including]{yyyy[-mm]|V<a[.b[.c]]>}[onwards])]: "<Title>".

It is preferred that the reference to 21.905 be the first in the list.

***   Next change   ***

6
AI/ML model/data distribution and sharing over 5G system
6.x
Real time media editing with on-board AI inference
6.x.1
Description

Smartphone is the #1 device that people carry and use everywhere for audio and video recording. It also becomes the first device to exchange media content with friends and family, to publish on social media. High end smartphones embed more and more powerful CPU and GPU and even dedicated AI hardware accelerators. As camera and picture/video quality become a differentiator among high end smartphones, AI/ML models to enhance photo shoots locally emerge on these high-end devices. AI accelerators are expected to enable the execution of complex AI/ML models directly on end-users connected devices; not only photo enhancements but high-quality audio and video content analysis and enhancement are expected to be executed locally on smartphones. Smartphones will consequently become a device to edit media content prior to sharing over the network. With the advent of 5G, new services relying on on-demand downloads of large AI/ML models to be executed in (near) real time on end user device will emerge; depending on the service, the environment, the user’s preference, the device characteristics, etc., these DNN models will need to be adapted or updated under strict latency constraints which prevent all of them to be stored locally in advance.

DNN models for media content analysis: object detection, segmentation, face recognition, people counting, human activity tracking.
	Model for object detection
	Number of parameters (Million) 
	Size of the model (MByte) 
32 bits parameters
	Size of the model (MByte)
8 bit parameters

	MobileNet
	3.2
	12.8
	3.2

	DarkNet
	20
	80
	20

	SE ResNet
	26
	104
	26

	Inception v4
	41
	164
	41

	YOLONet
	64
	256
	64

	VGGNet
	134
	536
	134


Table 6.x.6-1 Sizes of typical object detection models
Editor’s Note:
Other DNN model(s) are FFS.
DNN models for media content edition: audio and video quality improvement, language translation, face anonymisation.
	Model for image super-resolution
	Number of parameters (Million) 
	Size of the model (MByte) 
32 bits parameters
	Size of the model (MByte)
8 bits parameters

	RCAN
	15.44
	61.78
	15.44

	SAN
	15.71
	62.82
	15.71

	RDN
	22.12
	88.48
	22.12

	EDSR
	40.73
	162.92
	40.73

	OISR-RK3
	41.91
	167.64
	41.91


Table 6.x.6-2 Sizes of typical image super-resolution models
	Model for video super-resolution
	Number of parameters (Million) 
	Size of the model (MByte) 
32 bits parameters
	Size of the model (MByte)
8 bits parameters

	RBPN/4-PF
	12.7
	50.8
	12.7

	RBPN/6-PF
	12.7
	50.8
	12.7

	VSR-DUF
	6.8
	27.2
	6.8

	DRDVSR
	0.7
	2.8
	0.7


Table 6.x.6-3 Sizes of typical video super-resolution models
Editor’s Note:
Other DNN model(s) are FFS.
Two settings are considered for the use case:

a) Independent user: a person takes a video on its UE in a noisy environment, with difficult lighting conditions, and automatic tagging of scene and objects are embedded in the video.

b) Crowd event: During a large event, like a live concert, several thousand people use their UEs to film or photograph the musician band at the same time, and request additional information on the concert like band discography, lyrics, artist facial recognition, instrument/equipment brand ; in this context, UEs request the downloads of DNN models to improve the capture and recording of the concert, and to provide information requested by people attending the concert. Several DNN models can be requested by each UE to execute the following tasks: image shooting and video optimization, artist face recognition, musical instrument identification, audio improvement and lyrics generation. Given the heterogeneous fleet of UEs, thousands of DNN models – required by the application/service – can be requested for download; these DNN models are adapted or updated to the UEs operating system type and version, hardware characteristics and environment.
6.x.2
Pre-conditions
The setting for this use case is as follows. Alice is attending a crowded live concert. She is eager to get movie clips and pictures as a great souvenir of the concert, but she is worried about difficult conditions to get this great souvenir: the conditions for light and sound are very variable. Not much light for the spectators and too much light on the scene. The audio stereo is variable and not well-balanced dependant on where she is among the audience and the background is very noisy.

Alice would like to store good quality movie clips and pictures on her private account on the internet for the future, and also post photos and videos tagged with artist name and other relevant information during the concert. As Alice is also an amateur musician, she also wants to get detailed real-time information about the structure of the song, the lyrics and the instruments.

The pre-conditions are:
-
Alice is attending a crowded live concert.

-
Her UE is registered to the 3GPP network.
-
Applications of Alice’s smartphone can rely on fine-tuned machine learning models that are available via the network covered by the concert hall:

-
An ML model improving photo capture for this concert hall (a model specially fine-tuned for this concert place).
-
An ML model improving audio capture for this concert hall (a model specially fine-tuned for this concert place).
-
An ML model specialized in the discography and the lyrics of the band.

-
An ML model specialized in the artists face recognition.

-
An ML model specialized in music instrument identification.
6.x.3
Service Flows

1)
Shortly after the start of the concert, Alice, as most of the fans, launches the camera application on her mobile phone to film the scene and to get additional information about the band, the individual artists or the songs or instruments.

2)
She points her device’s camera towards the scene.

3)
The environment is very dark with strong light spots. To be fully functional and to render the best user experience, the camera application downloads ad-hoc ML models. 

4)
The proposed ML models are very performant in this environment but also very heavy in size.

5)
The ML models are continuously updated. The camera application continues working seamlessly.

6)
The audio and video streams are captured, improved in quality, processed to extract and display additional information, and stored in real-time on the mobile phone itself.
6.x.4
Post-conditions

Alice can see that even in the hard light conditions and with the noisy background the photos and videos are great, additional information is provided and all is correctly tagged as requested.
The post-conditions are:

1) Photos and videos are stored on the mobile phone in the improved high quality, ready to be uploaded and shared on social media.

2) Audio recording is high quality with ambient noise reduction, improved stereo balance.
3) Additional information about band, song/lyrics, instruments, etc. are displayed on the mobile phone and stored in media recordings’ metadata.
4) Alice can visualize additional information and upload the photos and videos on her social network(s) with the associated tags and information provided by the models, and also store the above on her personal media server.
6.x.5
Existing features partly or fully covering the use case functionality
Existing capabilities to download a file

Existing use case about a concert (Broadband access in a crowd), 3GPP TS 22.261 version 17.3.0 [x] clause 7.1.
NOTE 1:
In the above use case, the issue is on the uplink of video. This use case has also a significant aspect of downlink (download of ML models).
5G NR, included millimeter bands, data rates.
NOTE 2:
Coverage for millimeter bands is FFS.
Edge computing: model caching/serving close to UEs.

Editor’s Note:
Further input to this clause is FFS.
6.x.6
Potential New Requirements needed to support the use case
Editor’s Note:
New Requirements are FFS, but the following aspects are candidates for new requirements:
support of bitrates to download large ML models;
support of bitrates to download ML models in area with high user density;
support of prioritization of the transfer of ML models based on the application/service; and
support of latency to update ML models – delay between UE download request and ML model downloaded.
The tables 6.x.6-4, 6.x.6-5 and 6.x.6-6 contain KPI for different aspects of the real-time media editing use case.
Editor’s note: 
For table 6.x.6-4, typical models’ sizes are extracted from tables 6.x.6-1, 6.x.6-2 and 6.x.6-3.
	Model
	Number of parameters (Million) 
	Size of the model (MByte)
	Comments

	MobileNet
	3.2
	3.2
	8-bit parameters

	MobileNet
	3.2
	12.8
	32-bit parameters

	RCAN
	15.44
	15.44
	8-bit parameters

	DarkNet
	20
	20
	8-bit parameters

	Inception v4
	41
	41
	8-bit parameters

	RCAN
	15.44
	61.78
	32-bit parameters

	YOLONet
	64
	64
	8-bit parameters

	DarkNet
	20
	80
	32-bit parameters

	VGGNet
	134
	134
	8-bit parameters

	Inception v4
	41
	164
	32-bit parameters

	YOLONet
	64
	256
	32-bit parameters

	VGGNet
	134
	536
	32-bit parameters


Table 6.x.6-4 Typical sizes of models for the UC
From table 6.x.6-4, typical models’ sizes vary from 3, 12.8, 15.44, 20, 41, 64, 80, 134, 164, 256, 536 Mbytes.
Typical models’ sizes of: 3, 15, 40, 60, 120 and 240 MBytes are retained for DL bitrate with regards to latency potential requirements. 
Editor’s Note:
Further typical sizes definition is FFS.
Editor’s note: 
For table 6.x.6-5, It is FFS if coverage/density of users / number of concurrent downloads should be added to the table.
	UC model download
	ML model size
	Latency requirement
	DL bitrate requirement
	Comments

	Single Model / Single UE
	3 MB
	1 s
	24 Mb/s
	

	Single Model / Single UE
	3 MB
	200 ms
	120 Mb/s
	

	Single Model / Single UE
	15 MB
	1 s
	120 Mb/s
	

	Single Model / Single UE
	15 MB
	200 ms
	600 Mb/s
	

	Single Model / Single UE
	40 MB
	1 s
	320 Mb/s
	

	Single Model / Single UE
	40 MB
	200 ms
	1600 Mb/s
	

	Single Model / Single UE
	60 MB
	1 s
	480 Mb/s
	

	Single Model / Single UE
	60 MB
	200 ms
	2400 Mb/s
	

	Single Model / Single UE
	120 MB
	1 s
	960 Mb/s
	

	Single Model / Single UE
	120 MB
	200 ms
	4800 Mb/s
	

	Single Model / Single UE
	240 MB
	1 s
	1920 Mb/s
	

	Single Model / Single UE
	240 MB
	200 ms
	9600 Mb/s
	

	Multiple Models / single UE
	120 MB + 60 MB + 30 MB + 30 MB
	1 s
	1920 Mb/s
	size of download is the sum of 4 models’ sizes

	Multiple Models / single UE
	120 MB + 60 MB + 30 MB + 30 MB
	200 ms
	9600 Mb/s
	size of download is the sum of 4 models’ sizes


Table 6.x.6-5 UC model download – single UE – KPIs
Editor’s note: 
For table 6.x.6-6, It is FFS if coverage/density of users / number of concurrent downloads should be added to the table.

	UC model download
	ML model size
	Latency requirement
	DL bitrate requirement
	Comments

	Multiple Models / Multiple UEs
	(30*500) MB
	1 s
	120 000 Mb/s
	Assumption: 500 UEs download a model concurrently, average model size is 30 MB

	Multiple Models / Multiple UEs
	(30*500) MB
	200 ms
	600 000 Mb/s
	Assumption: 500 UEs download a model concurrently, average model size is 30 MB


Table 6.x.6-6 UC model download – multiple UEs – KPIs
Editor’s Note:
Content of the Tables 6.x.6-4, 6.x.6-5 and 6.x.6-6 must be further discussed and verified.
***   End of changes   ***
