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3
Definitions, symbols and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

characteristic parameter: numerical value that can be used for characterising the dynamic behaviour of communication functionality from an application point of view.

clock synchronicity: the maximum allowed time offset within a synchronisation domain between the sync master and any sync device. 

NOTE 1: Clock synchronicity (or synchronicity) is used as KPI of clock synchronisation services.

NOTE 1A: Clock synchronicity is also referred to as clock (or time) synchronization precision.
clock synchronisation service: the service to align otherwise independent user-specific UE clocks.

communication service availability: percentage value of the amount of time the end-to-end communication service is delivered according to an agreed QoS, divided by the amount of time the system is expected to deliver the end-to-end service according to the specification in a specific area.
NOTE 2:
The end point in "end-to-end" is assumed to be the communication service interface.

NOTE 3:
The communication service is considered unavailable if it does not meet the pertinent QoS requirements. If availability is one of these requirements, the following rule applies: the system is considered unavailable if an expected message is not received within a specified time, which, at minimum, is the sum of maximum allowed end-to-end latency and survival time.

NOTE 4:
This definition was taken from TS 22.261 [2].

communication service reliability: ability of the communication service to perform as required for a given time interval, under given conditions.

NOTE 5:
Given conditions would include aspects that affect reliability, such as: mode of operation, stress levels, and environmental conditions.

NOTE 6:
Reliability may be quantified using appropriate measures such as mean time between failures, or the probability of no failure within a specified period of time.

NOTE 7:
This definition is based on IEC 61907 [7].

end-to-end latency: the time that takes to transfer a given piece of information from a source to a destination, measured at the communication interface, from the moment it is transmitted by the source to the moment it is successfully received at the destination.

NOTE 8:
This definition was taken from TS 22.261 [2].

error: discrepancy between a computed, observed or measured value or condition and the true, specified or theoretically correct value or condition. 
NOTE 9: taken from IEC 61784-3 [3].
factory automation: automation application in industrial automation branches typically with discrete characteristics of the application to be automated with specific requirements for determinism, low latency, reliability, redundancy, cyber security, and functional safety.
NOTE 10:
Low latency typically means below 10 ms delivery time.

NOTE 11:
This definition is taken from IEC 62657-1 [18].

global clock: a user-specific synchronization clock set to a reference timescale such as the International Atomic Time.
influence quantity: quantity not essential for the performance of an item but affecting its performance. 

process automation: automation application in industrial automation branches typically with continuous characteristics of the application to be automated with specific requirements for determinism, reliability, redundancy, cyber security, and functional safety.

NOTE 12:
This definition is taken from IEC 62657-1 [18].

service area: geographic region where a 3GPP communication service is accessible. 

NOTE 13:
The service area can be indoors.

NOTE 14:
For some deployments, e.g., in process industry, the vertical dimension of the service area can be considerable. 

NOTE 15:
This definition was taken from TS 22.261 [2].

survival time: the time that an application consuming a communication service may continue without an anticipated message.
sync device: device that synchronizes itself to the master clock of the synchronization domain.

sync master: device serving as the master clock of the synchronization domain.

transfer interval: time difference between two consecutive transfers of application data from an application via the service interface to 3GPP system. 

NOTE 16:
This definition is based on subclause 3.1.85 in IEC 62657-2 [17].

user experienced data rate: the minimum data rate required to achieve an experience of sufficient quality, with the exception of scenario for broadcast like services where the given value is the maximum that is needed.

NOTE 17: This definition was taken from TS 22.261 [2].

vertical domain: an industry or group of enterprises in which similar products or services are developed, produced, and provided.

working clock: a user-specific synchronization clock for a localized set of UEs collaborating on a specific task or work function.
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5.2

Periodic deterministic communication
Periodic deterministic communication is periodic with stringent requirements on timeliness and availability of the communication service. A transmission occurs every transfer interval. A description of periodic deterministic communication can be found in Clauses 4.3 and 4.4. Additional information on the underlying use cases of the sets of requirements in Table 5.2-1 can be found in Annex A. Further information on characteristic parameters and influence quantities used in Table 5.2-1 can be found in Annex C. 

The 5G system shall be able to provide periodic deterministic communication with the service performance requirements for individual logical communication links that realise the communication services reported in Table 5.2-1. 

Process and asset monitoring using industrial wireless sensors is a special case of periodic deterministic communication with more relaxed requirements on timeliness and availability. These use cases put a slightly different set of requirements on the 5G system due to the specific constraints of industrial wireless sensors. These requirements for individual logical communication links are listed in Table 5.2-2 and additional information on the underlying use cases can be found in Annex A.

Table 5.2-1: Periodic deterministic communication service performance requirements
	Characteristic parameter
	Influence quantity
	

	Communica​tion service availability: target value (note 1)
	Communication service reliability: mean time between failures
	End-to-end latency: maximum (note 2) (note 12a)
	Service bit rate: user experienced data rate (note 12a)
	Message size [byte] (note 12a)
	Transfer interval: target value (note 12a)
	Survival time (note 12a)
	UE 
speed (note 13)
	# of UEs
	Service area 
(note 3)
	Remarks

	99,999 % to 99,99999 %
	~ 10 years


	< transfer interval value
	–
	50
	500 μs 
	500 μs
	≤ 75 km/h
	≤ 20
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	99,9999 % to 99,999999 %
	~ 10 years
	< transfer interval value
	–
	40
	1 ms 
	1 ms
	≤ 75 km/h
	≤ 50
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	99,9999 % to 99,999999 %
	~ 10 years
	< transfer interval value
	–
	20
	2 ms 
	2 ms
	≤ 75 km/h
	≤ 100
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	99,9999 %
	–
	< 5 ms
	1 kbit/s (steady state)
1,5 Mbit/s (fault case)
	< 1500
	< 60 s 
(steady state)
≥ 1 ms (fault case)
	transfer interval
	stationary
	20
	30 km x 20 km
	Electrical Distribution – Dis​tributed automated switch​ing for isolation and service restoration (A.4.4); (note 5) 

	99,9999 % to 99,999999 %
	~ 10 years
	< transfer interval value
	
	1 k
	≤ 10 ms
	10 ms
	-
	5 to 10
	100 m x 30 m x 10 m
	Control-to-control in motion control (A.2.2.2); (note 9)

	99,9999 % to 99,999999 %
	~ 10 years
	< transfer interval value (note 5)
	50 Mbit/s
	
	≤ 1 ms
	3 x transfer interval
	stationary
	2 to 5
	100 m x 30 m x 10 m
	Wired-2-wireless 100 Mbit/s link replacement (A.2.2.4)

	99,9999 % to 99,999999 %
	~ 10 years
	< transfer interval value (note 5)
	250 Mbit/s
	
	≤ 1 ms
	3 x transfer interval
	stationary
	2 to 5
	100 m x

30 m x 10 m
	Wired-2-wireless 1 Gbit/s link replacement (A.2.2.4)

	99,9999 % to 99,999999 %
	~ 10 years
	< transfer interval value
	
	1 k
	≤ 50 ms
	50 ms
	-
	5 to 10
	1000 m x 30 m x 10 m
	Control-to-control in motion control (A.2.2.2); (note 9)

	> 99,9999 %
	~ 10 years
	< transfer interval value
	–
	40 to 250
	1 ms to 50 ms (note 6) (note 7)
	transfer interval value
	≤ 50 km/h
	≤ 100
	≤ 1 km2
	Mobile robots (A.2.2.3)

	99,9999 % to 99,999999 %
	~ 1 month
	< transfer interval value
	–
	40 to 250
	4 ms to 8 ms (note 7)
	transfer interval value
	< 8 km/h (linear movement)
	TBD
	50 m x 10 m x 4 m
	Mobile control panels – remote control of e.g. assembly robots, milling machines (A.2.4.1); (note 9)

	99,999999 %
	1 day
	< 8 ms

(note 14)
	250 kbit/s
	40 to 250
	8 ms
	16 ms
	quasi-static; up to 10 km/h
	2 or more
	30 m x 30 m
	Mobile Opera​tion Panel: Emer​gency stop (connectivity availability) (A.2.4.1A)

	99,99999 %
	1 day
	< 10 ms

(note 14)
	< 1 Mbit/s
	<1024
	10 ms
	~10 ms
	quasi-static; up to 10 km/h
	2 or more
	30 m x 30 m
	Mobile Operation Panel: Safety data stream (A.2.4.1A)

	99,999999 %
	1 day
	10-100 ms

(note 14)
	10 kbit/s
	10-100
	10-100 ms
	transfer interval
	stationary
	2 or more
	100-2000 m²
	Mobile Operation Panel: Control to visualization (A.2.4.1A)

	99,999999 %
	1 day
	< 1 ms

(note 14)
	12-16 Mbit/s
	10-100
	1 ms
	~1 ms
	stationary
	2 or more
	100 m²
	Mobile Operation Panel: Motion control (A.2.4.1A)

	99,999999 %
	1 day
	< 2 ms 

(note 14)
	16 kbit/s (UL)
2 Mbit/s (DL)
	50
	2 ms
	~2 ms
	stationary
	2 or more
	100 m²
	Mobile Operation Panel: Haptic feedback data stream (A.2.4.1A)

	99,9999 % to 99,999999 %
	~ 1 year
	< transfer interval
	–
	40 to 250


	< 12 ms (note 7)
	12 ms
	< 8 km/h (linear movement)
	TBD
	typically 40 m x 60 m; maximum 200 m x 300 m
	Mobile control panels -remote control of e.g. mobile cranes, mobile pumps, fixed portal cranes (A.2.4.1); (note 9)

	99,9999 % to 99,999999 %
	≥ 1 year
	< transfer interval value
	–
	20
	≥ 10 ms (note 8)
	0
	typically stationary
	typically 10 to 20
	typically ≤ 100 m x 100 m x 50 m
	Process automation – closed loop control (A.2.3.1)

	99,999 %
	TBD
	~ 50 ms  
	–
	~ 100
	~ 50 ms
	TBD
	stationary
	≤ 100 000
	several km2 up to 100 000 km2
	Primary frequency control (A.4.2); (note 9)

	99,999 %
	TBD
	~ 100 ms
	–
	~ 100
	~ 200 ms
	TBD
	stationary
	≤ 100 000
	several km2 up to 100 000 km2
	Distributed Voltage Control (A.4.3) (note 9)

	> 99,9999 %
	~ 1 year
	< transfer interval value
	–
	15 k to 250 k
	10 ms to 100 ms (note 7)
	transfer interval value
	≤ 50 km/h
	≤ 100
	≤ 1 km2
	Mobile robots – video-operated remote control (A.2.2.3)

	> 99,9999 %
	~ 1 year
	< transfer interval value
	–
	40 to 250
	40 ms to 500 ms (note 7)
	transfer interval value
	≤ 50 km/h
	≤ 100
	≤ 1 km2
	Mobile robots (A.2.2.3)

	99,99 %
	≥ 1 week
	< transfer interval value
	–
	20 to 255
	100 ms to 60 s (note 7)
	≥ 3 x transfer interval value
	typically stationary
	≤ 10 000 to 100 000
	≤ 10 km x 10 km x 50 m
	Plant asset management (A.2.3.3)

	> 99,999999%
	> 10 years
	< 2 ms
	2 Mbit/s to 16 Mbit/s
	250 to 2000
	1 ms
	transfer interval value
	stationary
	1
	< 100 m2
	Robotic Aided Surgery (A.6.2)

	> 99,9999% 
	> 1 year
	< 20 ms
	2 Mbit/s to 16 Mbit/s
	250 to 2000
	1 ms
	transfer interval value
	stationary
	2 per 1000 km2
	< 400 km (note 12)
	Robotic Aided Surgery (A.6.2)

	> 99,999%
	>> 1 month (< 1 year)
	< 20 ms
	2 Mbit/s to 16 Mbit/s
	80
	1 ms
	transfer interval value
	stationary
	20 per 100 km2
	< 50 km (note 12)
	Robotic Aided Diagnosis (A.6.3)

	99,9999 % to 99,999999 %
	~ 10 years
	< 0,5 x transfer interval
	2,5 Mbit/s
	250
500 with localisation information
	> 5 ms
> 2,5 ms
> 1,7 ms
(note 10)
	0
transfer interval
2 x transfer interval
(note 10)
	≤ 6 km/h (linear movement)
	2 to 8
	10 m x 10 m x 5 m;
50  m x 5 m x 5 m
(note 11
	Cooperative carrying – fragile work pieces; (ProSe communication)

	99,9999 % to 99,999999 %
	~ 10 years
	< 0,5 x transfer interval
	2,5 Mbit/s
	250
500 with localisation information
	> 5 ms 
> 2,5 ms
> 1,7 ms (note 10)
	0
transfer interval
2 x transfer interval
(note 10)
	≤ 12 km/h (linear movement)
	2 to 8
	10 m x 10 m x 5 m;
50 m x 5 m x 5 m
(note 11)
	Cooperative carrying – elastic work pieces; (ProSe communication)

	NOTE 1:
One or more retransmissions of network layer packets may take place in order to satisfy the communication service availability requirement.

NOTE 2:
Unless otherwise specified, all communication includes 1 wireless link (UE to network node or network node to UE) rather than two wireless links (UE to UE).

NOTE 3:
Length x width (x height).

NOTE 4:
(void)
NOTE 5:
Communication includes two wireless links (UE to UE).

NOTE 6:
This covers different transfer intervals for different similar use cases with target values of 1 ms, 1 ms to 10 ms, and 10 ms to 50 ms.

NOTE 7:
The transfer interval deviates around its target value by < ± 25 %.

NOTE 8:
The transfer interval deviates around its target value by < ± 5 %.

NOTE 9:
Communication may include two wireless links (UE to UE).

NOTE 10:
The first value is the application requirement, the other values are the requirement with multiple transmission of the same information (two or three times, respectively).

NOTE 11:
Service Area for direct communication between UEs. The group of UEs with direct communication might move throughout the whole factory site (up to several km²). 

NOTE 12:
Maximum straight-line distance between UEs. 

NOTE 12a:
It applies to both UL and DL unless stated otherwise.

NOTE 13:
It applies to both linear movement and rotation unless stated otherwise. 

NOTE 14:
The mobile operation panel is connected wirelessly to the 5G system. If the mobile robot/production line is also connected wirelessly to the 5G system, the communication includes two wireless links.


Table 5.2-2: Communication service performance requirements for industrial wireless sensors

	Characteristic parameter
	Influence quantity
	

	Communica​tion service availability: target value
	Communication service reliability: mean time between failure
	End-to-end latency (note 6)
	Transfer interval

(note 1) (note 7)
	Service bit rate: user experienced data rate

(note 2) (note 7)
	Battery lifetime [year]

(note 3)
	Message

Size

[byte] (note 7)
	Survival time 
(note 7)
	UE speed
	UE density [UE / m²]
	Range

[m]

(note 4)
	Remarks

	99,99 %
	≥ 1 week
	< 100 ms
	100 ms to 60 s
	≤ 1 Mbit/s
	≥ 5
	20

(note 5)
	3 x transfer interval
	Stationary
	Up to 1
	< 500
	Process monitoring, e.g. temperature sensor (A.2.3.2)

	99,99 %
	≥ 1 week
	< 100 ms
	≤ 1 s
	≤ 200 kbit/s
	≥ 5
	25 k
	3 x transfer interval
	Stationary
	Up to 0,05
	< 500
	Asset monitoring, e.g. vibration sensor (A.2.3.2)

	99,99 %
	≥ 1 week
	< 100 ms
	≤ 1 s
	≤ 2 Mbit/s
	≥ 5
	250 k
	3 x transfer interval
	Stationary
	Up to 0,05
	< 500
	Asset monitoring, e.g. thermal camera (A.2.3.2)

	NOTE 1:
The transfer interval deviates around its target value by < ± 25 %.

NOTE 2:
The traffic is predominantly mobile originated.

NOTE 3:
Industrial sensors can use a wide variety of batteries depending on the use case, but in general they are highly constrained in terms of battery size.

NOTE 4:
Distance between the gNB and the UE.

NOTE 5:
The application-level messages in this use case are typically transferred over Ethernet. For small messages, the minimum Ethernet frame size of 64 bytes applies and dictates the minimum size of the PDU sent over the air interface. 

NOTE 6:
It applies to both UL and DL unless stated otherwise.

NOTE 7: 
It applies to UL.
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5.5
Mixed traffic

Mixed traffic cannot be assigned to one of the other communication patterns exclusively. Additional information on the underlying use cases of the sets of requirements in Table 5.5-1 can be found in Annex A. Further information on characteristic parameters and influence quantities used in Table 5.5-1 can be found in Annex C. 

The 5G system shall be able to provide mixed traffic communication with the service performance requirements for individual logical communication links that realise the communication services reported in Table 5.5-1.
Table 5.5-1: Mixed traffic communication service performance requirements

	Characteristic parameter (KPI)
	Influence quantity
	Remarks

	Communication service availability
	Communication service reliability: mean time between failures
	Max Allowed End-to-end latency (note 1) 
(note 3)
	Service bit rate: aggregate user-experienced data rate
	Message

Size

[byte]
	Survival time
	UE speed
	# of UEs
	Service Area
	

	99,9999999 %
	~ 10 years
	16 ms
	
	
	
	stationary
	< 1 000
	several km²
	Wind power plant – control traffic (A.5.2) 

	99,9999 % to 99,99999 %
	1 day
	(note 4)
	12 Mbit/s
	250-1500
	
	quasi-static; up to 10 km/h
	2 or more
	30 m x 30 m
	Mobile Operation Panel: Manufacturing data stream (A.2.4.1A)

	NOTE 1:
Unless otherwise specified, all communication includes 1 wireless link (UE to network node or network node to UE) rather than two wireless links (UE to UE).

NOTE 2:
(void) 
NOTE 3: 
It applies to both UL and DL unless stated otherwise.
NOTE 4:
The mobile operation panel is connected wirelessly to the 5G system. If the mobile robot/production line is also connected wirelessly to the 5G system, the communication includes two wireless links.


5.6
Clock synchronisation requirements

5.6.0
Description

Clock synchronicity, or time synchronization precision, is defined between a sync master and a sync device. The requirement on the synchronicity budget for the 5G system is the time error contribution between ingress and egress of the 5G system on the path of clock synchronization messages.
5.6.1
Clock synchronisation service level requirements

The 5G system shall support a mechanism to process and transmit IEEE1588v2 / Precision Time Protocol messages to support 3rd-party applications which use this protocol.

The 5G system shall support a mechanism to synchronise the user-specific time clock of UEs with a global clock.

The 5G system shall support a mechanism to synchronize the user-specific time clock of UEs with a working clock.

The 5G system shall support two types of synchronization clocks, the global time domain and the working clock domains.

The 5G system shall support networks with up to 128 working clock domains (with different synchronization domain identifiers / domain numbers), including for UEs connected through the 5G network.

NOTE 1:
The domain number (synchronization domain identifier) is defined with one octet in IEEE 802.1AS [22]. 

The 5G system shall be able to support up to four simultaneous synchronization domains on a UE. 

NOTE 1A:
The four synchronization domains are used, for example, as two synchronization domains for global time and two working clock domains. One pair of global time and working clock is used as redundant synchronization domains for zero failover time.

The synchronicity budget for the 5G system within the global time domain shall not exceed 900 ns.

NOTE 2:
The global time domain requires in general a precision of 1 µs between the sync master and any device of the clock domain. Some use cases require only a precision of ≤ 100 µs for the global time domain if a working clock domain with precision of ≤ 1 µs is available.

NOTE 3:
(void)
The synchronicity budget for the 5G system within a working clock domain shall not exceed 900 ns. 

NOTE 4: 
The working clock domains require a precision of ≤ 1 µs between the sync master and any device of the clock domain.

NOTE 5:
Different working clock domains are independent and can have different precision. 

NOTE 6:
The synchronicity budget for the 5G system is also applicable when the flow of clock synchronization messages traverses the air interface twice.
The 5G system shall provide a media-dependent interface for one or multiple 802.1AS sync domains [22]. 

The 5G system shall provide an interface to the 5G sync domain which can be used by applications to derive their working clock domain or global time domain (Reference Clock Model).
The 5G system shall provide an interface at the UE to determine and to configure the precision and time scale of the working clock domain.

The 5G system shall be able to support arbitrary placement of sync master functionality and sync device functionality in integrated 5G / non-3GPP TSN networks.

The 5G system shall be able to support clock synchronization through the 5G network if the sync master and the sync devices are served by different UEs. (Flow of clock synchronization messages is in either direction, UL and DL.)

The 5G system shall provide a suitable means to support the management of the merging and separation of working clock domains, that is interoperable with the corresponding mechanisms of TSN and IEEE 802.1AS.
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5.7
Positioning performance requirements

High accuracy positioning is becoming essential for Factories of the Future. The reason for this is that tracking of mobile devices as well as mobile assets is becoming increasingly important in improving processes and increasing flexibility in industrial environments.
The 5G system shall provide positioning information for a UE that is out of coverage of the network, with accuracy of < [1 m] relative to other UEs that are in proximity and in coverage of the network.

Table 5.7-1 below lists typical scenarios and the corresponding high positioning requirements for horizontal and vertical accuracy, availability, heading, latency, and UE speed.

NOTE:
The column on "Corresponding Positioning Service Level in TS 22.261" maps the scenarios listed in Table 5.7-1 to the service levels defined in TS 22.261 [2].

Table 5.7-1: Positioning performance requirements

	Scenario
	Horizontal accuracy
	Vertical accuracy
	Availability
	Heading
	Latency for position estimation of UE
	UE Speed
	Corresponding Positioning Service Level in TS 22.261

	Mobile control panels with safety functions (non-danger zones)
	< 5 m 
	< 3 m
	90 %
	N/A
	< 5 s
	N/A
	Service Level 2

	Process automation – plant asset management
	< 1 m
	< 3 m
	90 %
	N/A
	< 2 s
	< 30 km/h
	Service Level 3

	Flexible, modular assembly area in smart factories (for tracking of tools at the work-place location)
	< 1 m (relative positioning)
	N/A
	99 %
	N/A
	1 s
	< 30 km/h
	Service Level 3

	Augmented reality in smart factories
	< 1 m
	< 3 m
	99 %
	< 0,17 rad 
	< 15 ms
	< 10 km/h
	Service Level 4

	Mobile control panels with safety functions in smart factories (within factory danger zones)
	< 1 m
	< 3 m
	99,9 % 
	< 0,54 rad
	< 1 s
	N/A
	Service Level 4

	Flexible, modular assembly area in smart factories (for autonomous vehicles, only for monitoring purposes)
	< 50 cm
	< 3 m
	99 %
	N/A
	1 s
	< 30 km/h
	Service Level 5

	Inbound logistics for manufacturing (for driving trajectories (if supported by further sensors like camera, GNSS, IMU) of indoor autonomous driving systems))
	< 30 cm (if supported by further sensors like camera, GNSS, IMU) 
	< 3 m
	99,9 %
	N/A
	10 ms
	< 30 km/h
	Service Level 6

	Inbound logistics for manufacturing (for storage of goods)
	< 20 cm
	< 20 cm
	99 %
	N/A
	< 1 s
	< 30 km/h
	Service Level 7


5.8
Network operation requirements

For use by Industry 4.0, the 5G system needs to meet various operational options that are not typical in a traditional mobile operator setting. Additional system requirements that enable a 5G system to support those options are included in this clause. 

5G system shall provide support for reliable communications when a UE serves as a TSN talker or listener (so there is no single point of service failure).
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A.2
Factories of the Future

A.2.1
Overview

The manufacturing industry is currently subject to a fundamental change, which is often referred to as the "Fourth Industrial Revolution" or simply "Industry 4.0" [15]. The main goals of Industry 4.0 are―among others―the improvement of flexibility, versatility, resource efficiency, cost efficiency, worker support, and quality of industrial production and logistics. These improvements are important for addressing the needs of increasingly volatile and globalised markets. A major enabler for all this is cyber-physical production systems based on a ubiquitous and powerful connectivity, communication, and computing infrastructure. The infrastructure interconnects people, machines, products, and all kinds of other devices in a flexible, secure and consistent manner. Several different application areas can be distinguished:

1)
Factory automation: Factory automation deals with the automated control, monitoring and optimisation of processes and workflows within a factory. This includes aspects like closed-loop control applications (e.g., based on programmable logic or motion controllers) and robotics, as well as aspects of computer-integrated manufacturing. Factory automation generally represents a key enabler for industrial mass production with high quality and cost-efficiency. Corresponding applications are often characterised by highest requirements on the underlying communication infrastructure, especially in terms of communication service availability, determinism, and latency. In the Factories of the Future, static sequential production systems will be more and more replaced by novel modular production systems offering a high flexibility and versatility. This involves many increasingly mobile production assets, for which powerful wireless communication and localisation services are required. 

2)
Process automation: Process automation refers to the control of production and handling of substances like chemicals, food & beverage, pulp, etc. Process automation improves the efficiency of production processes, energy consumption, and safety of the facilities. Sensors measuring process values, such as pressures or temperatures, are working in closed loops via centralised and decentralised controllers. In turn, the controllers interact with actuators, e.g., valves, pumps, heaters. Also, monitoring of attributes such as the filling levels of tanks, quality of material, or environmental data are important, as well as safety warnings or plant shut downs. Workers in the plant are supported by mobile devices. A process automation facility may range from a few 100 m² to several km², and the facility may be geographically distributed. Depending on the size, a production plant may have several 10 000 measurement points and actuators. Autarkic device power supply for years is needed in order to stay flexible and to keep the total costs of ownership low. 

3)
HMIs and production IT: Human-machine interfaces (HMIs) include all sorts of devices for the interaction between people and production facilities, such as panels attached to a machine or production line, but also standard IT devices, such as laptops, tablet PCs, smartphones, etc. In addition, augmented- and virtual-reality applications are expected to play an increasingly important role in future. 

4) 
Logistics and warehousing: Organisation and control of the flow and storage of materials and goods in the context of industrial production. In this respect, intra-logistics is dealing with logistics within a certain property (e.g., within a factory), for example by ensuring the uninterrupted supply of raw materials on the shop floor level using automated guided vehicles (AGVs), forklifts, etc. This is to be seen in contrast to logistics between different sites. Warehousing particularly refers to the storage of materials and goods, which is also getting more and more automated, for example based on conveyors, cranes and automated storage and retrieval systems.

5)
Monitoring and maintenance: Monitoring of certain processes and/or assets in the context of industrial production without an immediate impact on the processes themselves (in contrast to a typical closed-loop control system in factory automation, for example). This particularly includes applications such as condition monitoring and predictive maintenance based on sensor data, but also big data analytics for optimising future parameter sets of a certain process, for instance. For these use cases, the data acquisition process is typically not latency-critical.
For each of these application areas, a multitude of potential use cases exists, some of which are outlined in the following subclauses. These use cases can be mapped to the given application areas (see Table A.2.1-1).

Table A.2.1-1: Mapping of the considered use cases (columns) to application areas (rows)

	
	Motion control
	Control-to-control
	Mobile control panels with safety
	Mobile robots
	Remote access and maintenance
	Augmented reality
	Closed-loop process control
	Process monitoring
	Plant asset management

	Factory automation
	X
	X
	
	X
	
	
	
	
	

	Process automation
	
	
	
	X
	
	
	X
	X
	X

	HMIs and Production IT
	
	
	X
	
	
	X
	
	
	

	Logistics and warehousing
	
	X
	
	X
	
	
	
	
	X

	Monitoring and maintenance
	
	
	
	
	X
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A.2.2.2
Control-to-control communication

Control-to-control communication, i.e., the communication between different industrial controllers is already used today for different use cases, such as:

- 
large machines (e.g., newspaper printing machines), where several controls are used to cluster machine functions, which need to communicate with each other; these controls typically need to be synchronised and exchange real-time data;

-
individual machines that are used for fulfilling a common task (e.g., machines in an assembly line) often need to communicate, for example for controlling and coordinating the handover of work pieces from one machine to another.

Typically, a control-to-control network has no fixed configuration of certain controls that need to be present. The control nodes present in the network often vary with the status of machines and the manufacturing plant. Therefore, hot-plugging support for different control nodes is important and often used.

Table A.2.2.2-1: Service performance requirements for control-to control communication in motion control

	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Message size [byte]
	Transfer interval
	Survival time
	UE speed
	# of UEs
	Service area (note 1)

	1
(note 2)
	99,9999 to 99,999999
	~ 10 years
	< transfer interval value
	1 k
	≤ 10 ms
	10 ms
	stationary
	5 to 10
	100 m x 30 m x 10 m

	2

(note 2)
	99,9999 to 99,999999
	~ 10 years
	< transfer interval value
	1 k
	≤ 50 ms
	50 ms
	stationary
	5 to 10
	1000 m x 30 m x 10 m

	NOTE 1:
Length x width x height.

NOTE 2:
Communication may include two wireless links (UE to UE)


Use case one

Control-to-control communication between different motion (control) subsystems, as addressed in Subclause A.2.2.1. An exemplary application for this is large printing machines, where it is not possible or desired to control all actuators and sensors by one motion controller only. 
Use case two

Control-to-control communication between different motion (control) subsystems. Exemplary application for this are extra-large machines or individual machines used for fulfilling a common task (e.g., machines in an assembly line).

 End of Change 6 
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A.2.2.4
Wired to wireless link replacement

In a traditional factory, the production environment is fixed. Machines that are cooperating are connected via cable, typically using an industrial ethernet technology like PROFINET. In order to increase flexibility in the production setup, the wired links are replaced with wireless links. 
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Figure A.2.2.4-1: Example of four cooperating machines with wireless connections (based on [26])

We assume two or more machines (typically 4 or 5) to be cooperating with each other during production. In order to replace the cables, each machine is equipped with one UE, connected to the controller (shown in Figure A.2.2.4-1). The cooperating machine’s communication can be divided into two types. Periodic traffic and a-periodic traffic. Both types are scheduled, therefore the a-periodic traffic is also adhering to the transfer interval. The traffic requirements are from the point of view of the UE and give the maximum aggregate traffic of all links. Meaning, the traffic per link may change according to the number of cooperating machines but the total traffic at the UE cannot exceed the given values. 

Table A.2.2.4-1: Service performance requirements for wired to wireless link replacement

	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Data rate [Mbit/s]
	Transfer interval
	Survival time
	UE speed
	# of UEs
	Service area (note 1)

	1

(periodic traffic)
	99,9999 to 99,999999
	~ 10 years
	< transfer interval value
	50
	≤ 1 ms
	3 x transfer interval
	stationary
	2 to 5
	100 m x 30 m x 10 m

	1

(aperiodic traffic)
	99,9999 to 99,999999
	~ 10 years
	< transfer interval value
	25
	≤ 1 ms

(note 2) 
	
	stationary
	2 to 5
	100 m x

30 m x 10 m

	2

(periodic traffic)
	99,9999 to 99,999999
	~ 10 years
	< transfer interval value
	250
	≤ 1 ms
	3 x transfer interval
	stationary
	2 to 5
	100 m x

30 m x 10 m

	2

(aperiodic traffic)
	99,9999 to 99,999999
	~ 10 years
	< transfer interval value
	500
	≤ 1 ms 

(note 2)
	
	stationary
	2 to 5
	100 m x

30 m x 10 m

	NOTE 1:
Length x width x height.

NOTE 2:
Transfer interval also applies for scheduled aperiodic traffic


Use case one 

In the case of the 100 Mbit/s link replacement, 50% periodic traffic and 25% a-periodic traffic are assumed. 

Use case two

In the case of the 1 Gbit/s link replacement, 25% periodic traffic and 50% a-periodic traffic are assumed. 
A.2.2.5
Cooperative carrying
In a smart factory, large or heavy work pieces will be carried from one place to another by multiple mobile robots or AGVs. These mobile robots / AGVs need to work together in order to carry the large or heavy work piece safely. This cooperation is achieved with a cyber-physical control application that controls the drives and movements of the mobile robots / AGVs in a coordinated way, so that large or heavy work pieces are carried smoothly and safely from one place to another (see Figure 5.11.1-1).

[image: image2.emf]
Figure A.2.2.5-1: Mobile robots / AGVs carrying a large work piece cooperatively

The communication between the collaborating mobile robots / AGVs requires high communication service availability and ultra-low latency. The exchange of control commands and control feedback is done with periodic deterministic communication and using time-sensitive networking.

There are two distinct use case variants of cooperative carrying: (1) carrying of rigid or fragile work pieces that require very precise coordination between the collaborating mobile robots, and (2) carrying of more flexible or elastic work pieces that allow some tolerance in the coordinated movements of the collaborative mobile robots. The higher tolerance in the coordinated movements allows for either faster movement of the work piece or longer transfer intervals (trade-off between UE speed and transfer interval).
Table A.2.2.5-1: Service performance requirements for cooperative carrying
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Service bitrate: user experienced data rate
	Message size [byte]
	Transfer interval: target value
(note 1)
	Survival time
(note 1)
	UE 
speed
	# of UEs
	Service area
(note 2)

	1
	99,9999 to 99,999999
	~ 10 years
	< 0,5 x transfer interval
	2,5 Mbit/s
	250;

500 with localisation information
	> 5 ms

> 2,5 ms

> 1,7 ms
	0

transfer interval

2 x transfer interval
	≤ 6 km/h
	2 to 8
	10 m x 10 m x 5 m;
50 m x 5 m x 5 m

	2
	99,9999 to 99,999999
	~ 10 years
	< 0,5 x transfer interval
	2,5 Mbit/s
	250;

500 with localisation information
	> 5 ms
> 2,5 ms
> 1,7 ms
	0

transfer interval

2 x transfer interval
	≤ 12 km/h
	2 to 8
	10 m x 10 m x 5 m;
50 m x 5 m x 5 m

	NOTE 1:
The first value is the application requirement, the other values are the requirement with multiple transmission of the same information (two or three times respectively).

NOTE 2:
Service Area for direct communication between UEs (length x width x height). The group of UEs with direct communication might move throughout the whole factory site (up to several km²)


Use case one

Periodic deterministic communication for cooperative carrying of fragile work pieces (UE to UE / ProSe communication).

Use case two

Periodic deterministic communication for cooperative carrying of elastic work pieces (UE to UE / ProSe communication).
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A.2.3.2
Process and asset monitoring

For process and asset monitoring in the area of process automation, a large number of industrial wireless sensors are installed in the plant to give insight into process and environmental conditions, asset health and inventory of material. The data are transported to displays for observation and/or to databases for registration and data analysis Examples of sensors are temperature, pressure or flow rate sensors for process monitoring, vibration sensors for health monitoring of e.g. motors, or thermal cameras to detect leakages. Industrial wireless sensors are typically constrained in terms of size, complexity and/or power consumption. The operation for this use case can be in a wide service area, and interaction with the public network (e.g., service continuity, roaming) may be required.

Table A.2.3.2-1: Service performance requirements for process and asset monitoring

	
	Characteristic parameter
	Influence quantity

	Use case
	Communication service availability: target value in %
	Communication service reliability: mean time between failure
	End-to-end latency
	Transfer interval

(note 1)
	Bit rate

[bits/s]
	Battery lifetime [year]

(note 2)
	Message

Size

[byte]
	Survival time
	UE speed
	UE density [UE / m²]
	Range

[m]

(note 4)
	Service area

(note 5)

	1
	99,99
	≥ 1 week
	< 100 ms
	100 ms to 60 s
	≤ 1 M
	≥5
	20

(note 3)
	3 x transfer interval
	Stationary
	Up to 1
	< 500
	≤ 10 km x 10 km x 50 m

	2
	99,99
	≥ 1 week
	< 100 ms
	≤ 1 s
	≤ 200 k
	≥5
	25 k
	3 x transfer interval
	Stationary
	Up to 0,05
	< 500
	≤ 10 km x 10 km x 50 m

	3
	99,99
	≥ 1 week
	< 100 ms
	≤ 1 s
	≤ 2 M
	≥5
	250 k
	3 x transfer interval
	Stationary
	Up to 0,05
	< 500
	≤ 10 km x 10 km x 50 m

	NOTE 1:
The transfer interval deviates around its target value by < ± 25 %.

NOTE 2:
Industrial sensors can use a wide variety of batteries depending on the use case, but in general they are highly constrained in terms of battery size.

NOTE 3:
The application-level messages in this use case are typically transferred over Ethernet, in which case the minimum Ethernet frame size of 64 bytes applies and dictates the minimum size of the PDU sent over the air interface.

NOTE 4:
Distance between the gNB and the UE.

NOTE 5:
Length x width x height.


Use case one

Sensors generating periodic measurements of a continuous value (e.g. temperature, pressure, flow rate sensors). The traffic is predominantly mobile originated. 

Use case two

Sensors generating waveform measurements (e.g. vibration sensors). Even though the waveform measurement is continuous, it is expected that this type of sensors will buffer and transmit the data periodically (e.g. every second) to save battery by enabling discontinuous transmission. The traffic is predominantly mobile originated.

Use case three

Cameras (regular or thermal) for asset monitoring (e.g. for leakage detection). Even though the video recording is continuous, it is expected that this type of sensors will buffer and transmit the data periodically (e.g. every second) to save battery by enabling discontinuous transmission. The traffic is predominantly mobile originated.
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A.2.4.1A
Mobile operation panels

Operation and monitoring of machines, mobile robots, or production units via a mobile operation panel provides higher flexibility and comfort for human operators. A single mobile operation panel can be used to manage more than one production system due to its mobility in the factory. The mobile operation panel provides relevant information for configuration, control of industrial machines as well as monitoring of relevant data generated during the construction of a product. The monitoring data is generally considered to be less time-critical subsequently requiring non-real-time communication. On the other hand, the mobile operation panel supports safety-critical functions such as emergency stops or enabling or changing the position of robots and other machines. These functions are generally considered to have strict ultra-low latencies and reliable transmission requirements that must follow strict safety standards making them time-critical (real-time communication).

Table A.2.4.1A-1: Service performance requirements for mobile operation panels

	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Service bitrate: user experienced data rate
	Direction

(note 2)
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE speed
	# of UEs
	Service area (note 1)

	1
	99,999999
	1 day
	< 8 ms
	250 kbit/s
	Uplink

Downlink
	40 to 250
	8 ms
	16 ms
	quasi-static; up to 10 km/h
	2 or more
	30 m x 30 m

	2
	99,99999
	1 day
	< 10 ms
	< 1 Mbit/s
	Uplink
	< 1 024
	10 ms
	~ 10 ms
	quasi-static; up to 10 km/h
	2 or more
	30 m x 30 m

	3
	99,999999
	1 day
	10 ms to 100 ms
	10 kbit/s
	Uplink

Downlink
	10-100
	10-100 ms
	transfer interval
	stationary
	2 or more
	100 m² to 2000 m²

	4
	99,999999
	1 day
	< 1 ms
	12 Mbit/s to 16 Mbit/s
	Downlink
	10-100
	1 ms
	~ 1 ms
	stationary
	2 or more
	100 m²

	5
	99,999999
	1 day
	< 2 ms
	16 kbit/s (UL)
2 Mbit/s (DL)
	Uplink
Downlink
	50
	2 ms
	~ 2 ms
	stationary
	2 or more
	100 m²

	6
	99,9999 to 99,99999
	1 day
	up to [x]
	12 Mbit/s
	Uplink
Downlink
	250 to 1500
	
	
	quasi-static; up to 10 km/h
	2 or more
	30 m x 30 m

	NOTE 1:
Length x width.

NOTE 2: 
The mobile operation panel is connected wirelessly to the 5G system. If the mobile robot/production line is also connected wirelessly to the 5G system, the communication includes two wireless links.


Use case one

Emergency Stop with periodic-deterministic communication for connectivity availability and aperiodic-deterministic communication for emergency stop events.

Use case two

Safety data stream with periodic deterministic communication.
Use case three

Visualization of Control with periodic deterministic communication.

Use case four

Motion Control with periodic deterministic communication.

Use case five

Haptic feedback data stream with periodic deterministic communication.

Use case six

Manufacturing data stream with mixed traffic.
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A.4.3
Distributed voltage control

In the evolution towards 100 % renewable electric power production, the objective of voltage control is to balance the voltage in future low voltage distribution grids connecting local loads and prosumers, as well as energy storage facilities. The aim is to stabilise the voltage as locally as possible, so that decisions and control commands can be issued as quickly as possible. Distributed voltage control is a challenging and demanding control application. Consumer devices rely on having stable voltage levels to operate successfully. When future energy networks rely on thousands of local energy generation units relying mostly on solar and wind power, then it is crucial to stabilise the voltage levels in all segments of the distribution grid. Inverters, or electronic power converters, measure the voltage and power and change the amount of power injected into the grid, and they connect and disconnect end points from the distribution network.

Distributed control means that the automated voltage control shall be performed by the local voltage control units based on local and neighbouring voltage and impedance values. Statistics and other information shall be communicated to the central distribution management system, though. 

Table A.4.3-1: Service performance requirements for distributed voltage control

	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Message size [byte]
	Transfer interval: target value
	Survival time
	# of UEs
	Service area

	1
	99,999
	TBD
	~ 100 ms
	~ 100
	~ 200 ms
	TBD
	≤ 100 000
	several km2 up to 100 000 km2


Use case one

Periodic communication service supporting message exchange for distributed voltage control.

A.4.4
Distributed automated switching for isolation and service restoration

A power distribution grid fault is a stressful situation. There are self-healing solutions for automated switching, fault isolation and, service restoration. Furthermore, these solutions are ideally suited to handle outages that affect critical power consumers, such as industrial plants or data centres. Supply interruptions must be fixed within less than a second for critical power consumers. Automated solutions are able to restore power supply within a few hundred milliseconds.

[image: image3.png]



Figure A.4.4-1: Depiction of a distribution ring and a failure (flash of lighting) 

The FLISR (Fault Location, Isolation & Service Restoration) solution consists of switch controller devices which are especially designed for feeder automation applications that support the self-healing of power distribution grids with overhead lines. They serve as control units for reclosers and disconnectors in overhead line distribution grids.

The system is designed for using fully distributed, independent automated devices. The logic resides in each individual feeder automation controller located at the poles in the feeder level. Each feeder section has a controller device. Using peer-to-peer communication among the controller devices, the system operates autonomously without the need of a regional controller or control centre. However, all self-healing steps carried out will be reported immediately to the control centre to keep the grid status up to date. The controllers conduct self-healing of the distribution line in typically 500 ms by isolating the faults.

Peer-to-peer communication via IEC 61850 GOOSE (Generic Object Oriented Substation Event) messages provides data as fast as possible (Layer 2 multicast message). They are sent periodically (in steady state, with changing interval time in fault case) by each controller to several or all other controllers of the same feeder and are not acknowledged. 

The data rate per controller is low in steady state, but GOOSE bursts with high data rate do occur, especially during fault situations. GOOSE messages are sent by several or all controller units of the feeder nearly at the same point in time during the fault location, isolation and service restoration procedure with a low end-to-end latency. 

Table A.4.4-1: Service performance requirements for distributed automated switching for isolation and service restoration 

	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Service bitrate: user experienced data rate
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE speed
	# of UEs
	Service area (note 1)

	1 (note 2)
	99,9999
	–
	< 5 ms
	1 kbit/s (steady state)
1,5 Mbit/s (fault case)
	< 1500
	< 60 s (steady state)
≥ 1 ms (fault case)
	 transfer interval (one frame loss)
	stationary
	20
	30 km x 20 km

	NOTE 1:
Length x width

NOTE 2:
UE to UE communication (two wireless links)


Use case one

GOOSE (a)periodic deterministic communication service supporting bursty message exchange for fault location, isolation, and service restoration.

A.4.5
Smart grid millisecond-level precise load control

Precise Load Control is the basic application for smart grid. When serious HVDC (high-voltage direct current) transmission fault happens, Millisecond-Level Precise Load Control is used to quickly remove interruptible less-important load, such as electric vehicle charging piles and non-continuous production power supplies in factories.

Table A.4.5-1: Service performance requirements for smart grid millisecond-level precise load control 

	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Service bitrate: user experienced data rate
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE speed
	# of UEs
	Service area

	1
	99,9999
	– 
	< 50 ms
	0,59 kbit/s to
28 kbit/s
	< 100
	n/a 
(note)
	–
	stationary
	10/km2 to 100/km2
	TBD

	NOTE:
event-triggered


Use case one

A non-periodic deterministic communication service between control primary station and load control terminals for removing interruptible less-important load quickly.
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A.6.2
Robotic Aided Surgery

Robotic aided surgery is particularly suitable to invasive surgical procedures that require delicate tissue manipulation and access to areas with difficult exposure. It is achieved through complex systems that translate the surgeon’s hand movements into smaller, precise movements of tiny instruments that can generally bend and rotate far more than a human hand is capable of doing inside the patient’s body. In addition, those systems are usually able to filter out hand tremor and therefore allow more consistent outcomes for existing procedures, and more importantly the development of new procedures currently made impractical by the accuracy limits of unaided manipulation.

A typical robotic setup for telesurgery can be depicted as follows.
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Figure A.6.2-1: Typical Robotic Surgery System Setup

The robot and the surgeon’s console can be co-located in the same operating room in which case they communicate through a NPN, or, in another deployment option, when specialists and patients are far from each other (hundreds of kilometres) they can exchange data through communication services delivered by PLMNs. The depicted medical application can be instantiated at either side or in the Cloud. Its role consists in: 

-
Generating appropriate haptic feedback based on instrument location, velocity, effort measurements data and images issued by surgical instruments and 3D pre-operative patient body model. This allows to provide tactile guidance by constraining where the instruments (scalpel, etc.) can go.
-
Filtering motion control commands for better closed loop stability
Typical surgery robotic systems can have around 40 actuators and the same number of sensors which allows to compute the data rate requires in each direction in order to execute a given movement. 

Human sensitivity of touch is very high, tactile sensing has about 400 Hz bandwidth, where bandwidth refers to the frequency of which the stimuli can be sensed. This is why, in general, haptic feedback systems operate at frequencies around 1000 Hz. This rate naturally applies to the update of all information used in the generation of the haptic feedback, e.g. instruments velocity, position … Therefore, the robot control process involves:

-
The surgeon console periodically sending a set of points to actuators

-
Actuators executing a given process 

-
Sensors sampling velocity, forces, positions, … at the very same time and returning that information to the surgeon console at the rate of 1 kHz

As opposed to machine to machine communication, robotic aided surgery implies there is a human being in the middle of the control loop, which means that the console generates new commands based on the system state collected in the previous 1 kHz cycle and also on surgeon’s hand movement.

Each equipment involved in a robotic telesurgery setup (endoscopes, image processing system, displays, motion controller and haptic feedback systems) is synchronized thanks to a common clock either external or provided by the 5G system. The synchronization is often achieved through dedicated protocols such as e.g. PTP version 2 and allows to e.g. guarantee the consistency of the haptic feedback and displayed images at the master console, or enable the recording and offline replay of the whole procedure.
Table A.6.2-1: Service performance requirements for motion control and haptic feedback

	Use case # 
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: Mean Time Between Failure
	End-to-end latency: maximum
	Bit rate
	Direction
	Message

Size

[byte]
	Transfer Interval
	Survival time
	UE speed
	# of active UEs  (note1)
	Service Area

	1
	> 99,999999
	> 10 years
	< 2 ms
	2 Mbit/s to 16 Mbit/s
	Network to UE; UE to Network
	250 to 2000
	1 ms
	Transfer Interval
	Stationary
	1
	Room

	2
	> 99,9999
	> 1 year
	< 20 ms
	2 Mbit/s to 16 Mbit/s
	Network to UE; UE to Network
	250 to 2000
	1 ms
	Transfer Interval
	Stationary
	< 2 per 1000 km2
	Nation

	Note 1: The upper limit of UEs’ density is provided for large service areas to address non-uniform distributions of UEs, while an absolute number of UEs is provided for small service areas.


Use case one

Periodic communication for the support of precise cooperative robotic motion control and haptic feedback in case of robotic aided surgery where the surgeon console and the robot are collocated in the same operating room

Use case two

Periodic communication for the support of cooperative robotic motion control and haptic feedback in case of telesurgery. In this case, the surgeon console and the robot are not collocated and communicate with each other through a connection established over a PLMN possibly spanning an entire country. Relaxed requirements imply that much less complex surgical procedures are achievable in use case 2 than in use case 1. It shall be noted that this use case also involves more experienced and trained surgeons, who can cope with longer latencies in the communication system.
A.6.3
Robotic Aided Diagnosis

Robotic aided diagnosis involves a remote expert in a large central hospital who controls a diagnosis robotic system deployed in a local medical facility. Such robotic systems can be e.g.:

-
Haptic feedback tool used for palpating and deployed in e.g. a Mobile Specialist Practise facility

-
Ultrasound probe deployed in an ambulance or a medical facility 

A typical robotic setup for tele-diagnosis can be depicted as follows:
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Figure A.6.3-1: Typical Robotic Surgery System Setup

Specialists and patients are far from each other (typically dozens of kilometres) and can exchange data through communication services delivered by PLMNs. The depicted medical application can be instantiated at either side or in the Cloud. Its role consists in: 

· Generating appropriate haptic feedback based on instrument location, velocity, effort measurements data and images issued by instruments.
· Filtering motion control commands for better closed loop stability
Table A.6.3-1: Service performance requirements for motion control and haptic feedback

	Use case # 
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: Mean Time Between Failure
	End-to-end latency: maximum
	Bit rate
	Direction
	Message

Size

[byte]
	Transfer Interval
	Survival time
	UE speed
	# of active UEs
	Service Area

	1
	> 99,999
	>> 1 month (< 1 year)
	< 20 ms
	2 Mbit/s to 16 Mbit/s
	Network to UE; UE to Network
	~ 80
	< 20 per 100 km2 ms
	Transfer Interval
	Stationary
	<20 per 100 km2
	Regional


Use case one

Periodic communication for the support of precise cooperative robotic motion control and haptic feedback in case of robotic aided diagnosis where the expert and the patient are not collocated and communicate with each other through a connection established over a PLMN.
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Annex C (informative):
Characterising communication services

C.1
Modelling of communication in automation

C.1.1
Area of consideration

For our discussion of communication in automation we apply a definition of the area of consideration for industrial radio communication that is found elsewhere in the literature [4]. This definition is illustrated in Figure C.1.1-1. 
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NOTE:
Blue objects: communication system; other objects: automation application system.

Figure C.1.1-1: Abstract diagram of the area of consideration for industrial radio communication 

Here, a distributed automation application system is depicted. This system includes a distributed automation application, which is the aggregation of several automation functions. These can be functions in sensors, measurement devices, drives, switches, I/O devices, encoders etc. All of these functions contribute toward the control of physical objects. Field bus systems, industrial Ethernet systems, or wireless communication systems can be used for connecting the distributed functions. The essential function of these communication systems is the distribution of messages among the distributed automation functions. For cyber-physical control applications, the dependability of the entire communication system and/or of its devices or its links is essential. Communication functions are realised by the respective hardware and software implementation.

In order for the automation application system to operate, messages need to be exchanged between spatially distributed application functions. For that process, messages are exchanged at an interface between the automation application system and the communication system. This interface is termed the reference interface. Required and guaranteed values for characteristic parameters, which describe the behavioural properties of the radio communication system, as well as some influence quantities refer to that interface.

The conditions that influence the behaviour of wireless communication are framed by the communication requirements of the application (e.g., end-to-end latency), the characteristics of the communication system (e.g., output power of a transmitter), and the transmission conditions of the media (e.g., signal fluctuations caused by multipath propagation). 

General requirements from the application point of view for the time and failure behaviour of a communication system are mostly related to an end-to-end link. It is assumed in the present document that the behaviour of the link is representative of the communication system as a whole and of the entire scope of the application. 
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Annex E(informative):
Audio and Video Production 
E.1
Description
AV production includes television and radio studios, outside and remotely controlled broadcasts, live newsgathering, sports events, music festivals, among others. All of these applications require a high degree of reliability, since they are related to the capturing and transmission of data at the beginning of a production chain. This differs drastically when compared to other multimedia services because the communication errors will be propagated to the entire audience that is consuming that content both live and recorded for later distribution. Furthermore, the transmitted data is often post-processed with nonlinear filters which could actually amplify defects that would be otherwise not noticed by humans. Therefore, these applications call for uncompressed or only slightly compressed data, and very low probability of errors. These devices will also be used alongside existing technologies which have a high level of performance and so any new technologies will need to match or improve upon the existing workflows to drive adoption of the technology.
The performance aspects that are covered by/in TS 22.263 [27] (Service requirements for Video, Imaging and Audio for professional applications) also target the latency that these services experience. 
In recent years Production facilities have moved from bespoke unidirectional highly specialised networks to IP based systems and software-based workflows.  This migration is expected to continue, and wireless IP connectivity is key to a number of these workflows.

Typical set ups require multiple devices such as cameras, microphones and control surfaces that require extremely close synchronisation to maintain consistency of pictures and audio. Such clock synchronization requirements are captured in clause 5.6. Often devices need to communicate directly to each other for instance a camera to a monitor or a microphone to a PA system.

Video and audio applications also require extremely high quality of service metrics as the loss of a single packet can cause picture or sound breakup in the downstream processing or distribution.  Often this is a legal, regulatory or contractual agreement to maintain a high quality, stable and clear video or audio signal.
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