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***************************BEGIN CHANGE**************************
5.9
Use case for service experience assurance

5.9.1
Description

As an open platform for edge cloud computing environment and network capability, MEC (Multi-Access Edge Computing)will lay the foundation for operators to build a network edge ecosystem. 
Operation of UAVs requires low-latency, high-reliability real-time control information transmission in a variety of application scenarios. Therefore, it is of great significance to study the delay of the UAV communication in the 5G network for the low latency service of the UAV.

For remote commands and control (C2) communication between UAV and UAV controller, latency requirement in the end-to-end C2 communication path is critical, such as 50ms delay requirement for remote control service. For example, real-time remote control should quickly respond to the urgent events, e.g. sudden bird flocks or some other UAVs are approaching. User path optimization of remote control link is necessary.
5.9.2
Pre-conditions

UAV A subscribes to a UAV service to UTM1 and UTM2.

UAV A subscribes to a UAV communication service to PLMN A.

PLMN A can know end-to-end latency of the UAV communication which is between UAV to UTM.
UTM may be connected to a 5G network. If UTM is an AI system, it may be outside the network. There are more than one UTM in a geographic area.

5.9.3
Service Flows
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Figure 5.9.3-1: User path optimization of Data transmission path.
1. UAV A gets access to PLMN A and requests network resources with a certain KPI (e.g. requesting low latency).

2. PLMN A finds two possible traffic routes for the traffic to/from this UAV A.

3. the network calculates the end-to-end latency for each traffic path, according to the KPI requirement of the UAV A, the network decides to choose one traffic path with lower latency for this UAV A.

· Traffic path optimization of remote control link

1. UAV B and controller get access to MNO network, and request to establish remote control link. UAV controllers may be independent, or in UAV server.

2. the network optimizes the transmission path of remote control link to minimize the latency.
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Figure 5.9.3-2: User path optimization of remote control link.
5.9.4
Post-conditions

UAV A receives UAV communication service with lower end-to-end latency.

UAV B communicates with its controller with lower end-to-end latency.
5.9.5
Existing features partly or fully covering the use case functionality

The 3GPP system shall be able to provide a method to minimise the decline of service experience from UAV to UAV controller (e.g. UTM) due to data network reasons.


The 5G system shall be able to provide notification of communication events to authorised users per pre-defined patterns (e.g. every time the bandwidth drops below a pre-defined threshold for QoS parameters the authorised user is notified and event is logged). [7]

The 5G system shall be able to log the history of the communication events. This includes for examples parts of the SLA that are not met, time-stamp of the events, and event position (e.g. UEs and radio access points associated with the events). [7]

The 5G system shall provide a mechanism for supporting real time E2E QoS monitoring within a system. [7]
5.9.6
Potential New Requirements needed to support the use case

 [P.R.5.9-001]5G system shall provide suitable APIs to enable the MNOs to know the latency for a UAV communicating between 3gpp gateway and application server.
[P.R.5.9-002]The 5G system shall provide a mechanism for supporting real time QoS monitoring between 3gpp gateway and application server.

[P.R.5.9-003]The 5G system shall be able to provide notification of communication events to authorised users per pre-defined patterns (e.g. every time the performance between 3gpp gateway and application server drops below a pre-defined threshold for QoS parameters the authorised user is notified and event is logged).
NOTE: The pre-defined thresholds are based on operator settings or models, e.g. the following table X.1-1.
 [P.R.5.9-004]The 3GPP system shall provide operation logs based on performance degradation, including:

· degradation duration

· service path five-tuple, including origin and destination IP address, port, transport layer protocol
· next hop routing information

· network optimization operation, for example, change the destination server, etc..
***************************THE SECOND CHANGE********************
Annex X: 
Examples of threshold model of performance
X.1 
Overview

The pre-defined threshold model of table X.1-1 is for information.

Table X.1-1 Threshold model of performance between 3gpp gateway and application server.

	
	Distance(between 3gpp gateway and application server)
	Time delay 
	packet loss

	1
	10km
	10*5us+N1*(30us~50us)
	0.00

	2
	100km
	100*5us+N2*(30us~50us)
	0.01

	3
	1000km
	1000*5us+N3*(30us~50us)
	0.05

	4
	10000km
	10000*5us+N4*(30us~50us)
	[0.10]

	NOTE 1: Round trip delay of 3gpp.
NOTE 2: Time delay to AF is one way time latency from 3GPP network to UTM or application server.

NOTE 3: N1 is the average number of routing transfer equipment in 10 km.

NOTE 4: N2 is the average number of routing transfer equipment in 100 km.

NOTE 5: N3 is the average number of routing transfer equipment in 1000 km.

NOTE 6: N4 is the average number of routing transfer equipment in 10000 km.


***************************END OF CHANGE***************************
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