3GPP TSG-SA WG1 Meeting #87
S1-192450
Sophia Antipolis, France, 19 - 23 Aug 2019
(revision of S1-192050)
Title:
FS_eCAV: communication service availability vs. failure
Agenda Item:
7.9
Source:

Vodafone, Ericsson, Orange
Contact:
Alice Li (alice dot li at vodafone dot com)
Abstract: This document provides the Text Proposal to TR22.832 on the communication service avialabiltity. 
Acknowledgements: this proposal is based on the feedback recived from the the operating industry players -- Beckhoff, Belden, Bosch, Endress+Hauser, Festo, Harting, ifak, Pepperl+Fuchs, Phoenix Contact, Siemens, Trumpf, Weidmüller.  
 Text proposal to TR22.832
This document proposes the following changes to TR 22.832 "Study on enhancements for cyber-physical control applications in vertical domains".
Annex X:
Communication service availability vs. failure
Editor’s note: it is desirable to include also a discussion on mean time between failure and then include this text to the TS.
X.1
Description
Communication service availability is defined in TS22.104 as "percentage value of the amount of time the end-to-end communication service is delivered according to an agreed QoS, divided by the amount of time the system is expected to deliver the end-to-end service according to the specification in a specific area". As explained further in TS22.104, this parameter indicates if the communication system works as contracted ("available"/"unavailable" state). The communication system is in the "available" state as long as the availability criteria for transmitted messages are met. The service is unavailable if the packets received at the target are impaired and/or untimely (e.g. update time > stipulated maximum). 
A failure occurs when the survival time has elapsed. In a failure situation, the application has to be stopped and restarted again after the communication service has recovered. The application may stop and start automatically by itself, and it is not necessarily this has to done from outside. During such a failure situation, the communication system is in the "unavailable" state. For every failure situation the complete application has to be recovered until it is up-running again. Depending on the application this recovery time can last up to several minutes, for example a robot has to be moved to a “safe” re-starting point. 
Two examples are illustrated in figure X.1-1 and X.1-2. A single failure occurred in case 1, which resulted from the downtime of the communication service exceeding the survival time. The duration of the failure depends on the application recovery time. A shorter communication downtime is assumed in case 2 where multiple failures happened due to multiple downtimes (exceeding the survival time) of the communication service. 
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Figure X.1-1: Case 1: communication service status vs. application layer experience
Case 1: The communication service and the application are in the up state (0). A failure occurs and the state of the communication service switches to the down state (1). After the survival time has elapsed, the application also turns into the down state (2). The failure is solved and the communication service changes to the up state (3). After the recovery time, the application is restored and switches to the up state (4). 
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Figure X.1-2: Case 2: communication service status vs. application layer experience
Case 2: The communication service and the application are in the up state (0). A failure occurs and the state of the communication service switches to the down state (1). After the survival time has elapsed, the application also turns into the down state (2). The failure is solved and the communication service changes to the up state (3). After the recovery time, the application is restored and switches to the up state (4). Again, a failure occurs and the procedure is repeated (5-8).

The time needed for recovering has to be counted for each failure situation, which contributes to the “unavailability” of production application. The availability of the overall production asset varies depending on the frequency of downtime occurrences of the communication service and the recovery time required by the application. For simplicity reason we consider a communication service with 99,9999% availability, which would allow only 30 seconds downtime in a year (365 days). It is also assumed that the survival time is 10s and that it takes 480 seconds to get the application recovered, i.e. recovery time = 480s.
	Survival time: 10 s

Application recovery time: 480 s
	Case 1

1 x 30s downtime per year
	Case 2 

2 x 15s downtime per year

	Communication service down time
	30 s
	(15 + 15) s = 30 s 

	Application down time
	((30-10) + 480) s = 500 s
	2 x ((15-10) + 480) s =970 s

	Communication service availability
	99,9999 %
	99,9999 %

	Application availability
	99,9983 %
	99,9968 %


Communication service availability is closely related to communication service reliability, which is defined as the ability of the communication service to perform as required for a given time interval, under given conditions. The communication service reliability may be quantified using appropriate measures such as meantime to failure, or the probability of no failure within a specified period of time.
Note that the time for an application to recover from a failure (recovery time) due to e.g. a robot arm having to be moved to a safe start position, is totally dependent on the application, which the communication service can hardly influence. In general, the application with a long recovery time may require very stringent communication service reliability as any occurrence of communication failure greatly impacts the application down-time and hence the overall production system availability. On the other hand, if the application recovers very fast, it can likely tolerate more frequent failures of the communication system, while achieving the same overall production system availability target. In such case the communication service reliability could be more relaxed (compared to the above case).
X.2
Communication system parameters and influence quantities
While application availability is the KPI for industrial automation, the application per se is outside the scope of 3GPP.  3GPP’s scope includes providing communications system which, with the appropriate deployment options, can meet the performance indicators to support application’s communications needs. A number of parameters and influence quantities can be taken into account to maximize support for application availability, to the extent possible by the 3GPP system.  From the illustrations above, these include communication service availability, communication service reliability, and survival time.  
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