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Abstract: This document contains a proposal to align the description text for some of the use cases in 22.826 to make it consistent with the survival time value used to calculate the communication service availability.
Discussion:
As taken from 22.804 annex A.2, the following figure is considered to define applications’ down times, survival time and how those concepts related to the computation of the communication service availability
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As explained in 22.804 the communication service availability is calculated from the communication service downtime interval as seen from the application. The survival time stands for the time that is needed by the application to detect that a communication service is down. The survival time timer must start at the time when a message is expected to be received considering its transfer interval. This means that if, for instance, the survival time equals the transfer interval, then a failure is triggered at the application side after two lost messages.

As part FS_CMED work, we have been considering a survival time equals to the time between two successive images or messages with the intention that two consecutive lost frames or messages is not acceptable. This comes from the fact that usually video decoders repeat the last received frame when a congestion occurs which then results in a “jerky” movement perception if too many frames are repeated. But then this intention is not always aligned the description text of some of the use cases in TR22.826.
This contribution aims therefore at providing updated text as shown in the following sections.

-------------------------            START FIRST CHANGE         -----------------------------
5.2.2
Duplicating Video on additional monitors

5.2.2.1
Description

In the context of image guided surgery, two operators are directly contributing to the procedure:

· A surgeon performing the operation itself, using relevant instruments;

· An assistant controlling the imaging system (e.g., laparoscope).

In some situations, both operators prefer not to stand at the same side of the patient. And because the control image has to be in front of each operator, two monitors are required, a primary one, directly connected to the imaging system, and the second one being on the other side. The picture below gives an example of work zones inside an operating room for reference:
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Figure 5.2.2.1-1: Example of operating work zones

As shown on  REF _Ref527828512 \h 
Figure 5.2.2.1-1, additional operators (e.g., surgery nurse) may also have to see what is happening in order to anticipate actions (e.g., providing instrument).

The live video image has to be transferred on additional monitors with a minimal latency, without modifying the image itself (resolution…). The latency between the monitors should be compatible with collaborative activity on surgery where the surgeon is for example operating based on the second monitor and the assistant is controlling the endoscope based on the primary monitor. All equipment are synchronized thanks to the Grand Master common clock. 

It is expected that some scopes will produce 8K uncompressed video, with the perspective to support also HDR (High Dynamic Range) for larger colour gamut management (up to 10 bits per channel) as well as HFR (High Frame Rate), i.e.; up to 120 fps.

The acceptable end-to-end latency is calculated based on considerations explained in section 5.2.1.3 and breaks down into 1ms on the path from the laparoscope to the application and 1ms on the path from the application to the monitors.

Estimation of targeted communication service availability is based on the probability of successful transmission of images within latency constraints discussed above. Considering that consecutive frame loss or delay may translate into a wrong estimated distance and may result in serious injury to the patient, we want this event to only happen with a very low probability during at least the duration of a procedure, e.g. twelve hours. Note that in this use case, a total of 240 images per second are exchanged over the 5G communication service (120 images per second in each direction).
5.2.2.2
Pre-conditions

The patient is lying on the operating table and the surgery team is ready to start the procedure. Each needed equipment (laparoscope, monitors …) is:

· Powered up,

· Subscribed to 5G-LAN type services deployed by the hospital IT infrastructure manager,

· Configured on which private groups they shall use to communicate with each other,

· Attached to the non-public 5G network covering the operating room.

In addition, the monitors are subscribed to a URLLC point-to-multipoint communication service dedicated to transport high data rate downlink video streams.

The application that handles the video stream generated by the laparoscope is up and running and instantiated on private IT resources inside the hospital at a short network distance from the operating room.

5.2.2.3
Service Flows

The surgeon performs small incisions in the patient’s abdominal wall to insert a laparoscope equipped with a small video camera and a cold light source. Other small diameter instruments (grasper and scissors) are introduced in order to take a sample of tissue from one of the patient’s organ and the patient abdomen is insufflated with carbon dioxide gas.

1) As the laparoscope progresses into the patient’s abdomen, 8K video stream is generated by the camera and sent out through a URLLC 5G communication service to a medical application instantiated at network edge.

2) The application distributes the video stream generated by the laparoscope to the authorized devices (video monitors) through the broadcast URLLC 5G communication service.

5.2.2.4
Post-conditions

Images are displayed by each monitor without any noticeable delay and allow the surgery team to cooperate efficiently during the whole procedure.
5.2.2.5
Existing features partly or fully covering the use case functionality

Table 5.2.2.5‑1: Applicable existing communication service functional requirements
	Reference number
	Requirement text
	Application / transport
	Comment

	6.24
	Set of requirements related to the management of 5G LAN-type services and to the transport of Ethernet frames between UEs belonging to the same 5G-LAN-type service.
	T
	See 3GPP TS 22.261



	6.13
	Flexible Broadcast/Multicast service requirements
	T
	See 3GPP TS 22.261




5.2.2.6
Potential New Requirements needed to support the use case

Table 5.2.2.6‑2: Potential new Communication Service Performances Requirements
	Use case 
	Characteristic parameter
	
	Influence quantity

	5.2.2 – Duplicating video on additional monitors
	Communication service availability: target value in %
	Communication service reliability: Mean Time Between Failure
	End-to-end latency: maximum
	Bit rate
	Direction
	Message

Size

[byte]
	Survival time
	UE speed
	# of UEs

connection
	Service Area

[m2]

	Uncompressed 8K (7680x4320 pixels) 120 fps HDR 10bits real-time video stream
	>99.99999
	>1 day
	<1 ms
	120 Gbits/s
	UE to Network
	~1500 - ~9000

(note 3)
	~8ms
	stationary
	1
	100

	8K (7680x4320 pixels) 120 fps HDR 10bits real-time video stream with lossless compression (note 1)
	>99.99999
	>1 day
	<1 ms
	[48 Gbits/s] (note 2)
	UE to Network
	~1500 - ~9000

(note 3)
	~8ms
	stationary
	1
	100

	Uncompressed 8K (7680x4320 pixels) 120 fps HDR 10bits real-time video stream
	>99.99999
	>1 day
	<1 ms
	120 Gbits/s
	Network to UEs
	~1500 - ~9000

(note 3)
	~8ms
	stationary
	<10
	100

	8K (7680x4320 pixels) 120 fps HDR 10bits real-time video stream with lossless compression (note 1)
	>99.99999
	>1 day
	<1 ms
	[48 Gbits/s] (note 2)
	Network to UEs
	~1500 - ~9000

(note 3)
	~8ms
	stationary
	<10
	100

	NOTE 1: This line provides alternative KPIs that are still acceptable

NOTE 2: An average compression ratio of 2.5 has been considered when applying a lossless compression algorithm

NOTE 3: MTU size of 1500 bytes is not generally suitable to gigabits connections as it induces many interruptions and loads on CPUs. On the other hand, Ethernet jumbo frames of up to 9000 bytes require all equipment on the forwarding path to support that size in order to avoid fragmentation.


-------------------------            END FIRST CHANGE              -----------------------------
-------------------------            START SECOND CHANGE              -----------------------------
5.2.3
Augmented Reality Assisted Surgery

5.2.3.1
Description

Image guided surgery is gradually becoming mainstream. Currently, surgeons can plan a procedure based on the 3D display of patient anatomy reconstructed from MR (Magnetic Resonance) or CT (Computer Tomography) scans. And in the near future, real-time medical imaging (3D ultrasound typically) can also be used as a live reference. Display devices such as e.g. head mounted display, monitors will be used to show real-time images merging the main video stream (endoscopy, overhead, microscopy…) with the live reference medical imaging. 

Metadata associated with the video can be updated at the frame rate (e.g., 3D position of probes). Only the method for conveying the multiple synchronized video/multi-frame sources along with their parameters (that may change at every frame) is specified in the present technical report. Mechanisms used for generating augmented reality views or to detect and to follow 3D position of devices are not addressed in this use case.

One of the most challenging use case for augmented reality assisted surgery is related to minimally invasive heart procedures where surgeons don’t cut the breast bone but operate between the ribs. In fact, the heart is a moving organ with at rest, a cardiac cycle that lasts about 800ms (75 beats per minute) and is divided into two phases: diastole (about 60% of the cardiac cycle) and systole (40% of the cardiac cycle). Heart contraction itself involves a deformation of up to 25% of its total size (between 14cm and 16cm) and lasts around 200ms. This implies that the walls of the heart move at a speed of up to 20cm/s. 

In this use case, we examine a procedure called Coronary Artery Bypass Graft (CABG) which is a surgical procedure in which one or more blocked coronary arteries are bypassed by a blood vessel graft, usually taken from patient’s arms or legs, to restore normal blood flow to the heart.
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Figure 5.2.3.1-1: Illustration of a CABG Procedure

Sometimes, the left anterior descending (LAD) coronary is obstructed and requires coronary bypass surgery. However, it takes a deep intra-myocardial course and may be difficult to locate in the case of a thick epicardial adipose tissue or epicardial scar tissue. 

There are two basic ways of performing CABG: on-pump CABG and off pump CABG. In the on-pump case, the heart is temporarily stopped and blood flow is diverted using a heart-lung bypass machine. In the off-pump case, the area around the blocked coronary artery is stabilized using pods while the surgeon grafts the blood vessel on the pumping heart. Off-pump CABG is relatively a newer procedure to on-pump CABG and was shown to reduce postoperative complications associated with the use of cardiopulmonary bypass such as generalized systemic inflammatory response, cerebral dysfunction, myocardial depression, and hemodynamic instability. 

Stabilizing pods used during the procedure help to reduce the amplitude (and thereby the speed) of heart’s movements at the place of the anastomosis. Thus, a safe assessment leads here to consider a relative speed (surgeon’s hand and heart walls) of 3.5cm per second. Thus limiting the error for the relative position of instruments and moving tissues to 0.5mm on the display monitors sets a maximum acceptable imaging system latency (including image generation, transmission, processing and display) of 14 ms. Considering 120fps frame rate and principles set forth in section 5.2.1.3, the resulting cumulated end to end latency requirement falls around 1.5 ms. To guarantee correct recombination of the two data streams in a single and accurate A/R image by the A/R application, medical images are synchronised together thanks to local clocks stabilized on the grand master clock with a very tight accuracy.

Due to computation challenges at the A/R application, it is expected that the scope will produce 4K uncompressed video, with the perspective to support also HDR (High Dynamic Range) for larger colour gamut management (up to 10 bits per channel) as well as HFR (High Frame Rate), i.e.; at least 120 fps to be able to track instruments and heart relative movements with enough precision.

In addition, the data of a 3D ultra-sound probe is used to augment the main anatomical image with stiffness of soft tissues or Doppler information to the image. Various techniques exist to create a 3D ultra-sound image, ranging from combining 2D ultrasound slices to using dedicated 3D probes supporting 3D volume data in various coordinate systems and encodings. A 2D ultrasound typically produces a data stream of uncompressed images of 512x512 pixels with 32 bits per pixel at 20 fps (up to 60 fps in the fastest cases), resulting in a data rate of 160 Mbit/s up to 500 Mbit/s. Using 2D ultrasound to create a 3D ultrasound volume is typically slow and cumbersome. Dedicated 3D probes tend to work at higher data rates, i.e. above 1 Gbit/s of raw data, and are expected to reach multi gigabit data rates in future (e.g. producing 3D Cartesian volumes of 256 x 256 x 256 voxels each encoded with 24 bits at 10 volumes per second or better). Some processing such as lossless compression may be performed to reduce the data rates. Accurate recombination by the A/R application of images issued from both the laparoscope and the ultra-sound probe requires very precise location of the instruments inside the patient’s body through a mechanism that is out of 5G system scope. However, location data shall be timestamped with same accuracy and made available at the A/R application at least at the same rate as the images. 

Typical CABG duration is two to four hours, this allows us to estimate targeted communication service availability figure for the successful transmission of images within latency constraints discussed above. In fact, considering that consecutive frame loss or delay may translate into a wrong estimated distance and may result in serious injury to the patient, we want this event to only happen with a very low probability during at least the duration of the procedure, a safe margin would be to consider ten hours of correctness in a row. Note that in this use case, a total of 240 images per second are exchanged over 5G communication service (120 images per second in each direction). 
5.2.3.2
Pre-conditions

A patient is suffering from coronary artery disease and underwent a heart attack few hours ago. After being injected a clot-dissolving agent to restore blood flow in the blocked coronary artery he has been admitted to the hospital emergency room for a closed thorax coronary bypass surgery. 

The patient under anaesthesia is on the operating table and the surgery team is ready to start the procedure. Each needed equipment (laparoscope, ultra-sound probe, monitors …) is:

· Powered up,

· Subscribed to 5G-LAN type services deployed by the hospital IT infrastructure manager,

· Configured on which private groups they shall use to communicate with each other,

· Attached to the non-public 5G network covering the operating room.

In addition, the monitors are subscribed to a URLLC point-to-multipoint communication service dedicated to transport high data rate downlink video streams.

The augmented reality application that handles the video streams generated by the laparoscope and the ultrasound probe is up and running and instantiated on private IT resources inside the hospital at a short network distance from the operating room. 

5.2.3.3
Service Flows

1) The surgeon takes a blood vessel graft, usually from patient’s arms or legs 

2) Small incisions are performed in the patient’s chest in order to insert a laparoscope equipped with a small video camera and a cold light source, and the ultra-sound mini-probe. Other small diameter instruments (grasper and scissors) and the cardiac stabilizer pods used for off-pump surgery are then introduced.

3) The application processes 4K images received from the laparoscope and the 3D representations issued by the ultrasound mini-probe to help the surgeon to determine the location of the left anterior descending (LAD) coronary and to visualize plaque and calcifications which may hamper coronary anastomosis suturing. Such processing requires both streams to be finely synchronized.

4) Since the heart is still beating during the procedure, all video streams have to be transferred to the application and from the application to the monitors with ultra-low latency to avoid perforating healthy heart tissue.

5) The surgeon performs the graft procedure by sewing one end of a section of the harvested blood vessel over a tiny opening made in the aorta and the other end over a tiny opening made in the blocked coronary vessel.

5.2.3.4
Post-conditions

The procedure fully succeeded and the patient recovered in the hospital in a couple of days, including some time in the intensive care unit. The patient resumed his normal activities about three to four weeks after the bypass surgery and statistically show less post-operation complications than in classical procedure.

5.2.3.5
Existing features partly or fully covering the use case functionality

Table 5.2.3.5‑1: Applicable existing communication service functional requirements
	Reference number
	Requirement text
	Application / transport
	Comment

	6.24
	Set of requirements related to the management of 5G LAN-type services and to the transport of Ethernet frames between UEs belonging to the same 5G-LAN-type service.
	T
	See 3GPP TS 22.261




5.2.3.6
Potential New Requirements needed to support the use case

Table 5.2.3.6‑1: Potential new Communication Service Performances Requirements
	Use case 
	Characteristic parameter
	
	Influence quantity

	5.2.3 – Augmented Reality Assisted Surgery
	Communication service availability: target value in %
	Communication service reliability: Mean Time Between Failure
	End-to-end latency: maximum
	Bit rate
	Direction
	Message

Size

[byte]
	Survival time
	UE speed
	# of UEs

connection
	Service Area

[m2]

	Uncompressed 4K (3840x2160 pixels) 120 fps HDR 10bits real-time video stream
	>99.99999
	>1 day
	<750µs
	30 Gbits/s
	UE to Network
	~1500 - ~9000

(note 3)
	~8 ms
	stationary
	1
	100

	4K (3840x2160 pixels) 120 fps HDR 10bits real-time video stream with lossless compression (note 1)
	>99.99999
	>1 day
	<750µs
	[12 Gbits/s] (note 2)
	UE to Network
	~1500 - ~9000

(note 3)
	~8 ms
	stationary
	1
	100

	3D 256 x 256 x 256 voxels 24 bits 10 fps ultrasound unicast data stream
	>99.9999
	>1 day
	<10ms
	1 Gbits/s
	UE to Network
	~1500
	~100 ms
	stationary
	1
	100

	Uncompressed 4K (3840x2160 pixels) 120 fps HDR 10bits real-time video stream
	>99.99999
	>1 day
	<750µs
	30 Gbits/s
	Network to UEs
	~1500 - ~9000

(note 3)
	~8 ms
	stationary
	<10
	100

	4K (3840x2160 pixels) 120 fps HDR 10bits real-time video stream with lossless compression (note 1)
	>99.99999
	>1 day
	<750µs
	[12 Gbits/s] (note 2)
	Network to UEs
	~1500 - ~9000

(note 3)
	~8 ms
	stationary
	<10
	100

	NOTE 1: This line provides alternative KPIs that are still acceptable

NOTE 2: An average compression ratio of 2.5 has been considered when applying a lossless compression algorithm

NOTE 3: MTU size of 1500 bytes is not generally suitable to gigabits connections as it induces many interruptions and loads on CPUs. On the other hand, Ethernet jumbo frames of up to 9000 bytes require all equipment on the forwarding path to support that size in order to avoid fragmentation.


-------------------------            END SECOND CHANGE              -----------------------------
-------------------------            START THIRD CHANGE              -----------------------------
5.3.2
Emergency care – Ultrasound examination and remote interventional support

5.3.2.1
Description

Ultrasound is an opportunity for emergency care in the ambulance. It significantly improves the management of prehospital care (first diagnosis, intervention and triage) and reduces the “door to diagnosis and therapy time”, which is one of the most important factors in improving medical assistance and survival (as described in [27]):
· Examination must be rapid, not more than 2-3 minutes. For example, pre-hospital focused assessment with sonography in trauma usually takes no more than 3 minutes

· Identification of lung sliding to diagnosis pneumothorax, and the evaluation of abdominal aorta usually lasts less than 1 minute. Heart studies during cardiopulmonary resuscitation should be performed in 10 seconds during the rhythm check.

· The exam should answer specific yes/no questions, i.e., Is there a pneumothorax? Is there free fluid in the pleura, pericardium and peritoneum? Is there an aortic aneurism? Are the lungs wet or dry?

· Trauma, respiratory insufficiency, shock, cardiac arrest and severe abdominal pain, prior medical records should all be used to rule in or rule out an abdominal aortic aneurism

· Pre-hospital triage, airway management, obstetric emergencies 

eMBB and URLLC will enable effective tele-guidance of an ambulance nurse by a remote expert to significantly improve diagnosis, treatment and compliance in a medical emergency. In this situations, ambulance nurses are able to obtain adequate ultrasound image capture and perform examinations as accurate as those performed by physicians.

In addition, it allows to direct the patient to the specialized centre best suited to his condition, to inform the hospital team of the specific injuries (especially make all necessary preparations for the patient, e.g. prepare the OR and call all necessary medical staff), so as not to waste precious time between the time of the accident and that of the treatment and to ensure transport with greater safety.

The hospital may be far away from the patient and ambulance, so a patient may not survive or will succumb permanent damage during transport if a real time interaction between paramedics and remote experts is not triggered immediately at the site of the intervention. Statistics from e.g. the National Health Service NHS in the United Kingdom show that emergency calls are classified in different categories, where the most critical ones are as follow:

· Category A Red 1 calls, that cover cardiac arrests and patients who are not breathing anymore.

· Category A Red 2 calls, which are serious but less immediately time critical and cover conditions like stroke and fits.

A study [10] carried over 5 years for approximately 1000 Red 1 calls per year shows that the straight-line ambulance journey distribution was ranging between 0 and 58 km with a median value of 5 km and that an increased distance was clearly associated with increased risk of death (7.7% died for straight‐line distances between 10 and 20 km and 1% of absolute increase in mortality is associated with each 10 km increase in straight‐line distance). In this use case, covering also category A Red 2 calls, we will assume a straight-line distance below < 50 km for the ambulance journey.

Ultrasound can help to diagnose, monitor and provide image guidance for interventions for a variety of serious conditions related to Heart, Lung, Brain, Obstetrics and Abdomen. Also, ultrasound is useful for patient monitoring during transportation, e.g. to detect increasing pneumothorax [27].

One specific disease where early ultrasound examinations helps to reduce mortality rate is the aortic aneurysm.  Aortic aneurysm is usually an asymptomatic process with the following associated risk factors: male sex, age above 55 years, tobacco, cholesterol and family history of aortic aneurysm. It is a rather common disease (especially for men above 60 years old – 4 to 8%) whose evolution is systematically fatal. In the United States, approximately 11,000 cases of abdominal aortic aneurysm rupture are described per year. Of these, it has been estimated that 30% are misdiagnosed. The overall mortality rate for patients with abdominal aortic aneurysm rupture is 80 to 95%. For those who arrive at the hospital, the mortality rate is 50 to 80%. Once patients come to the emergency room, early diagnosis significantly reduces mortality from 75% to 35%. The speed of the implementation of the therapeutic chain (emergency physician-anaesthesiologist and surgeon) is a determining factor in the chances of survival of a patient with a fissure syndrome.

However, the diagnosis of rupture of an aortic aneurysm is a real challenge for doctors. Symptoms are most often initially non-specific but can progress abruptly to a state of shock. The most common symptom is abdominal pain, which is intense, diffuse or lateralised on the left hand side. To help, ultrasound in the ambulance is a rapid and effective examination allowing to diagnose a fissured-type aortic syndrome especially in case of abdominal aortic aneurysm. 
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Figure 5.3.2.1-1: Ultra-sound imagery of an abdominal aortic aneurysm (right hand side picture)
This test is reliable, efficient but however requires some level of expertise not always available on the site of the incident as many first responders have no, or only basic training in echography. This leads to having paramedics in the ambulance performing the echography with the assistance from a remote expert who is able to guide them through the examination procedure. Efficient support involves being able to track paramedics gestures with enough precision, therefore sets limits on the acceptable latency while going thought all equipment along the path from the ambulance to the monitor in front of the expert. In general, we consider here gestures executed at the speed of 30 cm/s and with an expected accuracy of 1cm which gives us a total imaging system latency of up to 35 ms. Along the same principles as depicted in section 5.2.1.3, but considering there isn’t any heavy processing at the application side, one ends up with a below 20 ms one way end-to-end latency from the echographer to the application at the remote expert site.

In a conservative approach for estimation of the communication service availability, consecutive frame loss or delays beyond  service defined constraints shall only occur with a very low probability for the duration of the examination.

5.3.2.2 
Pre-conditions

Joe, 78 years old, fell in his basement. The fall detector in his Personal Emergency Response System device (PERS-device) alerted the call centre but as they could not get him to respond they dispatched an ambulance. The ambulance must be equipped with devices for monitoring, examination and guided interventions like e.g. ultrasound probe, physiological signals monitors and, portable 4K smart glasses. Also instant access to medical records is important to understand the patient’s condition prior to the incident.

The Emergency Room (ER) and a local MNO have business contract in place by which the ER can ask the MNO (through suitable APIs) to allocate the necessary high priority resources fulfilling SLAs suitable to the transport of medical data (with special care taken on medical data integrity and confidentiality) over a geographical area covering the site of the incident.

Each needed equipment (ultrasound probe, monitoring scopes, 5G enable 4K smart glasses …) is:

· Powered up,

· Subscribed to 5G communication services fulfilling agreed SLAs,

· Attached to the local MNO 5G network,

· Provisioned with parameters allowing establishment of a secure communication link to an authenticated application in the ER and/or hospital in charge of sharing incident data with the authorized personnel

5.3.2.3 
Service Flows

With the ambulance, Fred, the first-aid caregiver arrived on scene and found Joe in the basement. Joe is conscious but complains about intense abdominal pain.

1) To check for internal bleeding and lung punctures, Fred pulls out his portable Ultrasound-device (US-device), which directly starts streaming securely ultrasound-data (US-data) to the Emergency Room (ER) through a 5G communication service fulfilling agreed SLAs, where it is analysed by Marc, the sonographer on call. The 2D US-data is a 20fps 512x512 pixels uncompressed image stream encoded using 32bits per pixel.

2) To allow Marc to provide optimal instructions on placing the US-probe, Fred also streams live 4K video of Joe’s abdomen through the 5G wireless camera mounted on his smart glasses. The video is encoded using 12 bits per pixel color coding (e.g. YUV 4:1:1 [28]), supports up to 60 fps and is compressed with lossy compression algorithm. Based on the video and US-streams, Marc provides instructions to Fred (possibly using a video communication link) how to move the US-probe to assess Joe’s abdomen (as an option Marc may even control a robot in the ambulance for the ultrasound capture.). Interactions between Fred and Marc (incl. the 4K video stream and the return communication link) are supported by a second 5G communication service with suitable SLAs. Apart from moving, Marc is able to control the operation of the US-device, e.g. to tune remotely the beam-forming parameters.

3) Seeing the ultrasound stream, Marc concludes abdominal aortic aneurysm fissure by noticing fluid accumulation in Joe’s abdomen and a heterogeneous rounded ultrasound structure with an anechoic image corresponding to the light of the vessel at its centre. Marc concludes that Joe’s condition is critical. Marc tells Fred to ask the driver to get Joe to the nearest hospital at the highest possible speed. Also Marc coaches Fred to use his fist to apply pressure to a specific point based on ultrasound guidance on Joe’s abdomen to limit the bleeding.

4) Upon arrival at the hospital, the staff is waiting, the OR has been prepared and Joe is rushed there for immediate surgery. Resources assigned to communication services allocated to the Emergency Room are now released by the MNO.

5.3.2.4 
Post-conditions

The surgeon replaces the aorta with a vascular prosthesis that is sewn to the healthy aorta above and below the aneurysm. The surgery procedure is fully successful and Joe is kept under continuous surveillance in the hospital during eight days.
5.3.2.5 
Existing features partly or fully covering the use case functionality

Table 5.3.2.5‑1: Applicable existing communication service functional requirements
	Reference number
	Requirement text
	Application / transport
	Comment

	8.9
	The 5G system shall support data integrity protection and confidentiality methods that serve URLLC and energy constrained devices.
	T
	See 3GPP TS 22.261



	6.1.2
	All requirements related to slice management, access, capacity, quality of service.

In particular, on prioritization of certain slices against others:

The 5G system shall enable the network operator to define a priority order between different network slices in case multiple network slices compete for resources on the same network.
	T
	See 3GPP TS 22.261

	6.10.2, 6.1.2.3
	All requirements related to private slice management, access, limitation to a specific geographical area, isolation and fault tolerance.
	T
	See 3GPP TS 22.261

	8.2, 8.3
	All requirements related to security management in private slices
	T
	See 3GPP TS 22.261


5.3.2.6 
Potential New Requirements needed to support the use case

Table 5.3.2.6‑1: Potential new Communication Service Performances Requirements
	Use case 
	Characteristic parameter
	Influence quantity

	5.3.2 – Ultrasound examination & Remote Interventional Support
	Communication service availability: target value in %
	Communication service reliability: Mean Time Between Failure
	End-to-end latency: maximum
	Bit rate
	Direction
	Message

Size

[byte]
	Survival time
	UE speed
	# of UEs

connection
	Service Area

[km]

	Compressed 4K (3840x2160 pixels) 60 fps 12 bits per pixel color coded (e.g. YUV 4:1:1) real-time video stream
	99.999
	1 day
	<20 ms
	[100 Mbits/s]
	UE to Network
	~1500
	~16 ms
	stationary
	1
	50

	Uncompressed 512x512 pixels 32 bits 20 fps video stream from ultra-sound probe
	99.999
	1 day
	<20 ms
	[160 Mbits/s]
	UE to Network
	~1500
	~50 ms
	stationary
	1
	50

	


-------------------------            END THIRD CHANGE              -----------------------------
-------------------------            START FOURTH CHANGE              -----------------------------
5.5.2 
Patient monitoring inside ambulances
5.5.2.1 
Description
Paramedics transporting patients to the hospital typically brief hospital staff once the ambulance arrives. But in a 5G-connected ambulance, emergency crews will be able to collect critical patient data and share it with the hospital in real time, even before they arrive. Emergency doctors and nurses will then be better prepared to receive the patient, which means a smoother, more efficient handover process.
Ambulance operations are an essential part of the emergency services and over the past few decades have become increasingly advanced, featuring a significant number of fairly high-tech medical equipment and devices. With the widespread roll-out of 5G wireless communications networks, however, these traditional ambulances could soon make way for 5G connected ambulances.

In practise, connected Ambulance will act as a connection hub for the emergency medical equipment and wearables, enabling storing and real-time streaming of patient data to the awaiting emergency department team at the destination hospital. The continuous collection and streaming of patient data will begin when the emergency ambulance paramedics arrive at the incident scene right up until the delivery of the patient to the emergency department at the destination hospital. It shall also be noted that all data streams shall be reasonably synchronised in order to be able to correlate monitoring events and images and to enable recording and offline synchronized playback of the intervention. This is achieved through the synchronisation of all equipment having 5G connectivity inside the ambulance (camera, microphone, medical systems …) on the same global clock provided by the 5G system. 

Typically those connected ambulances, today usually equipped with echographers, could be equipped in the medium term with portable CT (Computed Tomography) and x-ray scanners, high definition video camera, or even portable MRI scanners so that doctors in the Emergency Room Centre (ERC) can ‘see’ the patient via high definition visual connection and for example order a CT scan of the patient’s head.

The 5G connection shall be reliable, stable and in a conservative approach we mandate all medical data to be transmitted with a higher priority and with a very low probability to consecutively violate service defined constraints for the duration of the journey to the hospital.
5.5.2.2
Pre-conditions

There has been important car accident on the M11 North East of London close to Coopersale exit at the end of the afternoon (5pm). Involved vehicles are obstructing the traffic thus rapidly leading to severe congestion and long waiting times.

Sue is returning home after her working day and is driving over the speed limit at this location. When she realizes that all vehicles in front of her are all stopped on the road, she hits the brakes. Her car goes onto a skid and onto the unimproved shoulder and rolls over. In this process Sue hits her head on the windshield and passes out.

People that are witnessing the scene call the London Ambulance Service that decides to dispatch a connected ambulance on site. The Emergency Room Center (ERC) and a local MNO have a business contract in place by which the ERC can ask the MNO (through suitable APIs) to allocate the necessary high priority resources fulfilling SLAs suitable to the transport of medical data (with special care taken on medical data integrity and confidentiality) over a geographical area covering the site of the accident and the route from that site to the hospital.

Each needed equipment in the connected ambulance (ultrasound probe, monitoring scopes, CT and X-Ray scanners…) is:

· Powered up,

· Subscribed to 5G communication services fulfilling agreed SLAs,

· Attached to the local MNO 5G network,

· Provisioned with parameters allowing establishment of a secure communication link to an authenticated application in the ERC and/or hospital in charge of sharing incident data with the authorized personnel
5.5.2.3
Service Flows

With his connected ambulance, Fred the paramedic arrives at the accident’s site and finds Sue in her car, still unconscious. Fred rapidly assesses the situation and based on the fact that traumatic brain injuries are usually emergencies with consequences that can worsen rapidly without treatment, decides to take Sue to the nearest hospital as quickly as possible.

1) In the connected ambulance, a UHD video camera captures a 4K video of the ambulance interiors continuously, while an audio system enables EVS full band voice communication with the remote ERC. The video (a stream of 3840x2160 pixels encoded using 12 bits per pixel color coding (e.g. YUV 4:1:1 [28]) with a framerate up to 60 fps and compressed with lossy compression algorithm) and the audio stream (up to 128 kbps) are relayed by the ambulance to the ERC.

2) Once in the ambulance, Sue regains consciousness and Fred can then perform the 15-point test to assess Sue’s brain injury severity (checking a person's ability to follow directions, move their eyes and limbs and to answer questions). Sue is scored 9 on Glasgow Coma scale, meaning she is suffering from severe brain trauma.

3) Fred puts ECG electrodes on Sue’s chest, arms and legs and positions also additional sensors in order to monitor a number of other physical vital signs (body temperature, blood pressure …).  The resulting <1 Mbps data stream is relayed over a high priority 5G data stream to the emergency room.

4) Sue passes out again and her ECG starts showing arrhythmias. Fred, decides to execute a CT scan using the portable equipment in the ambulance, in order to create a detailed view of her brain and visualize potential fractures, evidence of bleeding, blood clots or bruised brain tissue. The equipment starts generating a 10 fps 2048x2048 stream of images with 12 to 16 bits per pixel color depth that is relayed to the ERC over a 5G high priority connection. 

5) Based on received CT images, remote doctors warns Fred’s that bleeding in the brain is resulting in a collection of clotted blood (hematoma) that is putting pressure in Sue’s skull and is further damaging her brain tissue. Fortunately, the bleed location is precisely determined and a simple aspiration procedure looks feasible.

6) Under voice guidance from a remote specialist that has real time access to the scene inside the ambulance, Fred drills a small hole into Sue’s skull and drains the hematoma using a needle. As he can’t remove the hematoma completely nor stop the bleeding, he then inserts a probe in order to monitor her pressure continuously and to stream pressure data over the 5G secure connection to the ERC.

7) Upon arrival at the hospital, the staff is waiting and has all needed data to proceed with the emergency surgery in the prepared OR. Sue is rushed there for immediate surgery. 

8) Resources assigned for the communication services allocated to the ambulance are released by the MNO.

5.5.2.4
Post-conditions

Sue undergoes an emergency surgery consisting in opening a window in her skull to provide more room for swollen tissues and to relieve pressure from accumulated blood and cerebral spinal fluid.

After the surgery, she recovers rapidly and returns back home after a couple of weeks of observation at the hospital.
5.5.2.5
Existing features partly or fully covering the use case functionality

Table 5.5.2.5‑1: Applicable existing communication service functional requirements
	Reference number
	Requirement text
	Application / transport
	Comment

	8.9
	The 5G system shall support data integrity protection and confidentiality methods that serve URLLC and energy constrained devices.
	T
	See 3GPP TS 22.261



	6.1.2
	All requirements related to slice management, access, capacity, quality of service. 

In particular, on prioritization of certain slices against others:

The 5G system shall enable the network operator to define a priority order between different network slices in case multiple network slices compete for resources on the same network.
	T
	See 3GPP TS 22.261

	6.10.2, 

6.1.2.3
	All requirements related to private slice management, access, limitation to a specific geographical area, isolation and fault tolerance.
	T
	See 3GPP TS 22.261

	8.2, 8.3
	All requirements related to security management in private slices
	T
	See 3GPP TS 22.261

	6.2.3
	The 5G system shall enable packet loss to be minimized during inter- and/or intra- access technology changes for some or all connections associated with a UE.
	T
	See 3GPP TS 22.261

	6.2.3
	The 5G system shall minimize interruption time during inter- and/or intra- access technology mobility for some or all connections associated with a UE.
	T
	See 3GPP TS 22.261

	5.6.1, 5.6.2
	Clock synchronization service level requirements related to global clock domain management, Clock synchronization service performance requirements (accuracy level 1)
	T
	See 3GPP TS 22.104 


5.5.2.6
Potential New Requirements needed to support the use case
Table 5.5.2.6‑1: Potential new Communication Service Performances Requirements
	Use case 
	Characteristic parameter
	Influence quantity

	5.5.2 – Patient monitoring inside ambulances
	Communication service availability: target value in %
	Communication service reliability: Mean Time Between Failure
	End-to-end latency: maximum
	Bit rate
	Direction
	Message

Size

[byte]
	Survival time
	UE speed
	# of UEs

connection
	Service Area

[km]

	Compressed 4K (3840x2160 pixels) 12 bits per pixel (e.g. YUV4:1:1) 60 fps real time video stream
	99.999
	1 day
	< 100ms
	[100 Mbits/s]
	UE to Network
	~1500
	~16 ms
	150
	<1
	~50

	Uncompressed 2048x2048 pixels 16 bits per pixel 10 fps real-time video scan stream
	99.99
	1 day
	<100ms
	[670 Mbits/s]
	UE to Network
	~1500
	~100 ms
	150
	<1
	~50

	Physical vital signs monitoring data stream
	99.999
	1 day
	<100 ms
	1 Mbits/s
	UE to Network
	~80 (note 1)
	
	150
	<1
	~50

	High quality audio stream
	99.99
	1 day
	<100 ms
	128 kbits/s
	UE to Network; Network to UE
	~300 (note 2)
	~16 ms
	150
	<1
	~50

	NOTE 1: For example, 10 bytes digitized ECG signal sampled at 200Hz, plus 40 bytes IPv6 headers or 20 Bytes IPv4 headers + 22 bytes Ethernet + 4 bytes CRC

NOTE 2: For example, 12 bytes RTP + 8 bytes UDP + 20 bytes IPv4 + 22 bytes Ethernet + 4 bytes CRC + Audio Payload = 322 bytes every 16ms


-------------------------            END FOURTH CHANGE              -----------------------------
3GPP


