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---------- BEGIN OF CHANGE #1 ----------

5.2.2
Duplicating Video on additional monitors
5.2.2.1
Description

In the context of image guided surgery, two operators are directly contributing to the procedure:

· A surgeon performing the operation itself, using relevant instruments;

· An assistant controlling the imaging system (e.g., laparoscope).

In some situations, both operators prefer not to stand at the same side of the patient. And because the control image has to be in front of each operator, two monitors are required, a primary one, directly connected to the imaging system, and the second one being on the other side. The picture below gives an example of work zones inside an operating room for reference:
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Figure 5.2.2.1-1: Example of operating work zones

As shown on  REF _Ref527828512 \h 
Figure 5.2.2.1-1, additional operators (e.g., surgery nurse) may also have to see what is happening in order to anticipate actions (e.g., providing instrument).

The live video image has to be transferred on additional monitors with a minimal latency, without modifying the image itself (resolution…). The latency between the monitors should be compatible with collaborative activity on surgery where the surgeon is for example operating based on the second monitor and the assistant is controlling the endoscope based on the primary monitor. All equipment are synchronized thanks to the Grand Master common clock. 
It is expected that some scopes will produce 8K uncompressed video, with the perspective to support also HDR (High Dynamic Range) for larger colour gamut management (up to 10 bits per channel) as well as HFR (High Frame Rate), i.e.; up to 120 fps.
The acceptable end-to-end latency is calculated based on considerations explained in section 5.2.1.3 and breaks down into 1ms on the path from the laparoscope to the application and 1ms on the path from the application to the monitors.

Estimation of targeted communication service availability is based on the probability of successful transmission of images within latency constraints discussed above. Considering that any late received image translates immediately into a wrong estimated distance and may result in serious injury to the patient, we want this event to not happen during at least the duration of a procedure, e.g. twelve hours. Note that in this use case, a total of 240 images per second are exchanged over the 5G communication service (120 images per second in each direction).
5.2.2.2
Pre-conditions

The patient is lying on the operating table and the surgery team is ready to start the procedure. Each needed equipment (laparoscope, monitors …) is:

· Powered up,

· Subscribed to 5G-LAN type services deployed by the hospital IT infrastructure manager,

· Configured on which private groups they shall use to communicate with each other,

· Attached to the non-public 5G network covering the operating room.

In addition, the monitors are subscribed to a URLLC point-to-multipoint communication service dedicated to transport high data rate downlink video streams.

The application that handles the video stream generated by the laparoscope is up and running and instantiated on private IT resources inside the hospital at a short network distance from the operating room.
5.2.2.3
Service Flows

The surgeon performs small incisions in the patient’s abdominal wall to insert a laparoscope equipped with a small video camera and a cold light source. Other small diameter instruments (grasper and scissors) are introduced in order to take a sample of tissue from one of the patient’s organ and the patient abdomen is insufflated with carbon dioxide gas.

1) As the laparoscope progresses into the patient’s abdomen, 8K video stream is generated by the camera and sent out through a URLLC 5G communication service to a medical application instantiated at network edge.

2) The application distributes the video stream generated by the laparoscope to the authorized devices (video monitors) through the broadcast URLLC 5G communication service.
5.2.2.4
Post-conditions

Images are displayed by each monitor without any noticeable delay and allow the surgery team to cooperate efficiently during the whole procedure.
5.2.2.5
Existing features partly or fully covering the use case functionality
	Reference number
	Requirement text
	Application / transport
	Comment

	6.24
	Set of requirements related to the management of 5G LAN-type services and to the transport of Ethernet frames between UEs belonging to the same 5G-LAN-type service.
	T
	See 3GPP TS 22.261




5.2.2.6
Potential New Requirements needed to support the use case
	Reference number
	Requirement text
	Application / transport
	Comment

	5.2.2.6-1
	The 5G system shall support uplink unicast transmission of one uncompressed 8K (7680x4320 pixels) 120 fps HDR 10bits real-time video stream.
	T
	

	5.2.2.6-2
	The 5G system shall support spectrum efficient distribution of one uncompressed 8K (7680x4320 pixels) 120 fps HDR 10bits real-time video stream to up to 10 display monitors over an area of up to 100 square meters.
	T
	

	5.2.2.6-3
	The 5G system shall support a maximum latency of 1ms for uplink packets (i.e., packet from source to the application) transported over a point to point service.

Editor’s Note: This requirement needs to include the area over which the 1ms latency applies.
	T
	Imaging system latency of up to 16ms which translates in 5mm precision at 30cm/s hand speed (see section 5.2.1.3.1)

	5.2.2.6-4
	The 5G system shall support a maximum latency of 1ms for downlink packets (i.e., packet from the application to final destination in the same cell) transported over a point-to-multipoint service
Editor’s Note: This requirement needs to include the area over which the 1ms latency applies.
	T
	

	5.2.2.6-5
	The 5G system shall support a very high communication service availability > 99,99999% for end to end transmission of medical images in both uplink and downlink directions.

Editor’s Note: A KPI for service availability without additional context (e.g., latency, #of UEs, service area, survival time) does not provide sufficient context for downstream groups.
	T
	


------------------------- END OF CHANGE #1 ----------------------------

---------- BEGIN OF CHANGE #2 ----------

5.2.3 Augmented Reality Assisted Surgery
5.2.3.1
Description

Image guided surgery is gradually becoming mainstream. Currently, surgeons can plan a procedure based on the 3D display of patient anatomy reconstructed from MR (Magnetic Resonance) or CT (Computer Tomography) scans. And in the near future, real-time medical imaging (3D ultrasound typically) can also be used as a live reference. Display devices such as e.g. head mounted display, monitors will be used to show real-time images merging the main video stream (endoscopy, overhead, microscopy…) with the live reference medical imaging. 

Metadata associated with the video can be updated at the frame rate (e.g., 3D position of probes). Only the method for conveying the multiple synchronized video/multi-frame sources along with their parameters (that may change at every frame) is specified in the present technical report. Mechanisms used for generating augmented reality views or to detect and to follow 3D position of devices are not addressed in this use case.

One of the most challenging use case for augmented reality assisted surgery is related to minimally invasive heart procedures where surgeons don’t cut the breast bone but operate between the ribs. In fact, the heart is a moving organ with at rest, a cardiac cycle that lasts about 800ms (75 beats per minute) and is divided into two phases: diastole (about 60% of the cardiac cycle) and systole (40% of the cardiac cycle). Heart contraction itself involves a deformation of up to 25% of its total size (between 14cm and 16cm) and lasts around 200ms. This implies that the walls of the heart move at a speed of up to 20cm/s. 

In this use case, we examine a procedure called Coronary Artery Bypass Graft (CABG) which is a surgical procedure in which one or more blocked coronary arteries are bypassed by a blood vessel graft, usually taken from patient’s arms or legs, to restore normal blood flow to the heart.
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Figure 5.2.3.1-1: Illustration of a CABG Procedure

Sometimes, the left anterior descending (LAD) coronary is obstructed and requires coronary bypass surgery. However, it takes a deep intra-myocardial course and may be difficult to locate in the case of a thick epicardial adipose tissue or epicardial scar tissue. 

There are two basic ways of performing CABG: on-pump CABG and off pump CABG. In the on-pump case, the heart is temporarily stopped and blood flow is diverted using a heart-lung bypass machine. In the off-pump case, the area around the blocked coronary artery is stabilized using pods while the surgeon grafts the blood vessel on the pumping heart. Off-pump CABG is relatively a newer procedure to on-pump CABG and was shown to reduce postoperative complications associated with the use of cardiopulmonary bypass such as generalized systemic inflammatory response, cerebral dysfunction, myocardial depression, and hemodynamic instability. 

Stabilizing pods used during the procedure help to reduce the amplitude (and thereby the speed) of heart’s movements at the place of the anastomosis. Thus, a safe assessment leads here to consider a relative speed (surgeon’s hand and heart walls) of 3.5cm per second. Thus limiting the error for the relative position of instruments and moving tissues to 0.5mm on the display monitors sets a maximum acceptable imaging system latency (including image generation, transmission, processing and display) of 14 ms. Considering 120 fps frame rate and principles set forth in section 5.2.1.3, the resulting cumulated end to end latency requirement falls around 1.5 ms. To guarantee correct recombination of the two data streams in a single and accurate A/R image by the A/R application, medical images are synchronised together thanks to local clocks stabilized on the grand master clock with a very tight accuracy.

Due to computation challenges at the A/R application, it is expected that the scope will produce 4K uncompressed video, with the perspective to support also HDR (High Dynamic Range) for larger colour gamut management (up to 10 bits per channel) as well as HFR (High Frame Rate), i.e.; at least 120 fps to be able to track instruments and heart relative movements with enough precision.
------------------------- END OF CHANGE #2 ----------------------------

---------- BEGIN OF CHANGE #3 ----------

5.2.3.6 Potential New Requirements needed to support the use case
	Reference number
	Requirement text
	Application / transport
	Comment

	5.2.3.6-1
	The 5G system shall support simultaneous uplink unicast transmission of one uncompressed 4K (3840x2160 pixels) HDR 10bits 120 fps real-time video stream and one uplink unicast data stream of 120Mbps.

Editor’s Note:  Is this to a single destination from a single source? UE to UE/GW/gNB/application server? Are these simultaneous streams to be paired or are they independent?  More context is needed to make this a useful requirement.
	T
	

	5.2.3.6-2
	The 5G system shall support spectrum efficient distribution of one uncompressed 4K (3840x2160 pixels) HDR 10bits 120 fps real-time video stream to up to 10 display monitors over an area of up to 100 square meters.
	T
	

	5.2.3.6-3
	The 5G system shall support a maximum latency of [750 µs] for packets from source to the application transported over point to point service.
Editor’s Note: This requirement needs to include the area over which the 1.5ms latency applies.
	T
	

	5.2.3.6-4
	The 5G system shall support a maximum latency of [750 µs] for packets from the application to display monitors transported over a point-to-multipoint service.
Editor’s Note: This requirement needs to include the area over which the 1.5ms latency applies.
	T
	

	5.2.3.6-5
	The 5G system shall support a very high communication service availability > 99.99999% for video & uplink data streams.
Editor’s Note: A KPI for service availability without additional context (e.g., latency, #of UEs, service area, survival time) does not provide sufficient context for downstream groups.
	T
	


------------------------- END OF CHANGE #3 ----------------------------

---------- BEGIN OF CHANGE #4 ----------

5.2.4
Robotic Aided Surgery
5.2.4.1
Description
5.2.4.1.1
General
Robotic aided surgery is particularly suitable to invasive surgical procedures that require delicate tissue manipulation and access to areas with difficult exposure. It is achieved through complex systems that translate the surgeon’s hand movements into smaller, precise movements of tiny instruments that can generally bend and rotate far more than a human hand is capable of doing inside the patient’s body. In addition, those systems are usually able to filter out hand tremor and therefore allow more consistent outcomes for existing procedures, and more importantly the development of new procedures currently made impractical by the accuracy limits of unaided manipulation. 

For example in abdominal surgery, surgeon’s movements are guided by a specific instrument called a laparoscope which is a thin tube with a tiny camera and light at the end that provides in some cases a 3D view of the patient’s body internals by sending potentially stereoscopic images to a suitable 3D rendering system at the control console and to 2D video monitors in the operating room. 
In order to further improve precision, shorten learning curve and prevent extended operating times, surgeons need to get their human sense of touch back. For that purpose, the control console is fed with haptic feedback generated by the instruments to render the exact applied forces and tissue deflections resulting from the surgical procedure. In this context, the system creates a virtual operative space that mimics the feel of open surgery with artificial haptic forces related to the zones to avoid (veins, fragile tissues) or the target to reach where the zones to avoid have been defined during pre-operative 3D reconstruction of the patient body and fed to the robot.
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Figure 3: Example of a surgery aiding robotic system
Typical surgery robotic systems can have around 40 actuators and the same number of sensors which allow to compute the data rate requires in each direction in order to execute a given movement. 

Human sensitivity of touch is very high, tactile sensing has about 400 Hz bandwidth, where bandwidth refers to the frequency of which the stimuli can be sensed. This is why in general haptic feedback systems operate at frequencies around 1000 Hz. This rate naturally applies to the update of all information used in the generation of the haptic feedback, e.g. instruments velocity, position … Therefore, the robot control process involves:

· The surgeon console periodically sending a set of points to actuators in 50 bytes messages

· Actuators executing a given process 

· Sensors sampling velocity, forces, positions, … at the very same time and returning that information to the surgeon console, in 50 bytes messages at the rate of 1 kHz
As opposed to machine to machine communication, robotic aided surgery implies there is a human being in the middle of the control loop, which means that the console do not autonomously generate new commands based on the system state collected in the previous 1 kHz cycle but based on surgeon’s hand movement.
In order to improved surgeon’s spatial perception, it is expected that the endoscope can produce 8K stereoscopic uncompressed video, supports also HDR (High Dynamic Range) for larger colour gamut management (up to 10 bits per channel) as well as HFR (High Frame Rate), i.e.; up to 120 fps.
Of course, all messages exchanged have to be properly secured (especially in terms of data integrity and authenticity) and the probability of two consecutive packet errors shall be negligible.
The endoscope, the displays, the monitoring equipment and the robot’s sensors shall be synchronised on the same clock synchronisation service with a clock synchronicity in the order of 1µs to enable offline replay of the whole procedure. In particular, all sensors shall sample the system state at the same exact time and send it back to the control console in order to allow for a consistent haptic feedback generation.

------------------------- END OF CHANGE #4 ----------------------------

---------- BEGIN OF CHANGE #5 ----------

5.2.4.6 Potential New Requirements needed to support the use case
	Reference number
	Requirement text
	Application / transport
	Comment

	5.2.4.6-1
	The 5G system shall support uplink unicast transmission of two uncompressed 8K (7680x4320 pixels) 120 fps HDR 10bits real-time video stream, with a maximum end-to-end latency of [2 ms] for packets from the stereoscopic endoscope to the application and [2 ms] from the application to the control console visual rendering system.
	T
	

	5.2.4.6-2
	The 5G system shall support spectrum efficient distribution of one uncompressed 8K (7680x4320 pixels) HDR 10bits 120 fps real-time video stream to up to 10 display monitors over an area of up to 100 square meters, with a maximum end-to-end latency of [2 ms] for packets from the application to display monitors transported over a point-to-multipoint service.
	T
	


------------------------- END OF CHANGE #5 ----------------------------

---------- BEGIN OF CHANGE #6 ----------

5.3.2.3 Service Flows

With the ambulance, Fred, the first-aid caregiver arrived on scene and found Joe in the basement. Joe is conscious but complains about intense abdominal pain.

1) To check for internal bleeding and lung punctures, Fred pulls out his portable Ultrasound-device (US-device), which directly starts streaming securely ultrasound-data (US-data) to the Emergency Room (ER) through a 5G communication service fulfilling agreed SLAs, where it is analysed by Marc, the sonographer on call. The US-data is a 20fps 500x500 pixels 16 bits colour depth uncompressed image stream.

2) To allow Marc to provide optimal instructions on placing the US-probe, Fred also streams live 4K video of Joe’s abdomen through the 5G wireless camera mounted on his smart glasses. The video is encoded using 12 bits per pixel color coding (e.g. YUV 4:1:1 [28]), supports up to 60 fps and is compressed with lossy compression algorithm. Based on the video and US-streams, Marc provides instructions to Fred (possibly using a video communication link) how to move the US-probe to assess Joe’s abdomen (as an option Marc may even control a robot in the ambulance for the ultrasound capture.). Interactions between Fred and Marc (incl. the 4K video stream and the return communication link) are supported by a second 5G communication service with suitable SLAs. Apart from moving, Marc is able to control the operation of the US-device, e.g. to tune remotely the beam-forming parameters.

3) Seeing the ultrasound stream, Marc concludes abdominal aortic aneurysm fissure by noticing fluid accumulation in Joe’s abdomen and a heterogeneous rounded ultrasound structure with an anechoic image corresponding to the light of the vessel at its centre. Marc concludes that Joe’s condition is critical. Marc tells Fred to ask the driver to get Joe to the nearest hospital at the highest possible speed. Also Marc coaches Fred to use his fist to apply pressure to a specific point based on ultrasound guidance on Joe’s abdomen to limit the bleeding.

4) Upon arrival at the hospital, the staff is waiting, the OR has been prepared and Joe is rushed there for immediate surgery. Resources assigned to communication services allocated to the Emergency Room are now released by the MNO.

5.3.2.4 
Post-conditions

The surgeon replaces the aorta with a vascular prosthesis that is sewn to the healthy aorta above and below the aneurysm. The surgery procedure is fully successful and Joe is kept under continuous surveillance in the hospital during eight days.
5.3.2.5 
Existing features partly or fully covering the use case functionality
	Reference number
	Requirement text
	Application / transport
	Comment

	8.9
	The 5G system shall support data integrity protection and confidentiality methods that serve URLLC and energy constrained devices.
	T
	See 3GPP TS 22.261



	6.1.2
	All requirements related to slice management, access, capacity, quality of service.
In particular, on prioritization of certain slices against others:

The 5G system shall enable the network operator to define a priority order between different network slices in case multiple network slices compete for resources on the same network.
	T
	See 3GPP TS 22.261

	6.10.2, 6.1.2.3
	All requirements related to private slice management, access, limitation to a specific geographical area, isolation and fault tolerance.
	T
	See 3GPP TS 22.261

	8.2, 8.3
	All requirements related to security management in private slices
	T
	See 3GPP TS 22.261


5.3.2.6 
Potential New Requirements needed to support the use case
	Reference number
	Potential Requirement text
	Application / transport
	Comment

	5.3.2.6-1
	The 5G system shall support simultaneous unicast transmission of one compressed 4K (3840x2160 pixels) 60 fps 12 bits per pixel color coded (e.g. YUV 4:1:1 [28])  real time video stream and one uncompressed 80Mbps 500x500 pixels 20Hz real-time video stream for a communication service consuming resources from a PLMN.
	T
	This combination is not listed in URLLC requirements of 3GPP TS 22.261

	5.3.2.6-2
	The 5G system shall support a one way latency <20 ms from source to a remote application for a communication service consuming resources from a PLMN in a coverage area with a radius below 50 km.
Editor’s Note: This requirement needs to include the area over which the 1.5ms latency applies.

	T
	

	5.3.2.6-3
	The 5G system shall support a high communication service availability > 99,999% for real time video streams transporting medical data.

Editor’s Note: A KPI for service availability without additional context (e.g., latency, #of UEs, service area, survival time) does not provide sufficient context for downstream groups.
	T
	

	5.3.2.6-4
	The 5G system shall provide suitable APIs to allow use of a trusted 3rd party provided integrity protection mechanism for data exchanged with an authorized UE served by a 5G communication service.
	T
	


------------------------- END OF CHANGE #6 ----------------------------

---------- BEGIN OF CHANGE #7 ----------
5.5.2.3 Service Flows

With his connected ambulance, Fred the paramedic arrives at the accident’s site and finds Sue in her car, still unconscious. Fred rapidly assesses the situation and based on the fact that traumatic brain injuries are usually emergencies with consequences that can worsen rapidly without treatment, decides to take Sue to the nearest hospital as quickly as possible.

1) In the connected ambulance, a UHD video camera captures a 4K video of the ambulance interiors continuously, while an audio system enables EVS full band voice communication with the remote ERC. The video (a stream of 3840x2160 pixels encoded using 12 bits per pixel color coding (e.g. YUV 4:1:1 [28]) with a framerate up to 60 fps and compressed with lossy compression algorithm) and the audio stream (up to 128 kbps) are relayed by the ambulance to the ERC.

2) Once in the ambulance, Sue regains consciousness and Fred can then perform the 15-point test to assess Sue’s brain injury severity (checking a person's ability to follow directions, move their eyes and limbs and to answer questions). Sue is scored 9 on Glasgow Coma scale, meaning she is suffering from severe brain trauma.

3) Fred puts ECG electrodes on Sue’s chest, arms and legs and positions also additional sensors in order to monitor a number of other physical vital signs (body temperature, blood pressure …).  The resulting <1 Mbps data stream is relayed over a high priority 5G data stream to the emergency room.

4) Sue passes out again and her ECG starts showing arrhythmias. Fred, decides to execute a CT scan using the portable equipment in the ambulance, in order to create a detailed view of her brain and visualize potential fractures, evidence of bleeding, blood clots or bruised brain tissue. The equipment starts generating a 10 fps 2048x2048 stream of images with 12 to 16 bits per pixel color depth that is relayed to the ERC over a 5G high priority connection. 

5) Based on received CT images, remote doctors warns Fred’s that bleeding in the brain is resulting in a collection of clotted blood (hematoma) that is putting pressure in Sue’s skull and is further damaging her brain tissue. Fortunately, the bleed location is precisely determined and a simple aspiration procedure looks feasible.

6) Under voice guidance from a remote specialist that has real time access to the scene inside the ambulance, Fred drills a small hole into Sue’s skull and drains the hematoma using a needle. As he can’t remove the hematoma completely nor stop the bleeding, he then inserts a probe in order to monitor her pressure continuously and to stream pressure data over the 5G secure connection to the ERC.

7) Upon arrival at the hospital, the staff is waiting and has all needed data to proceed with the emergency surgery in the prepared OR. Sue is rushed there for immediate surgery. 

8) Resources assigned for the communication services allocated to the ambulance are released by the MNO.

5.5.2.4
Post-conditions

Sue undergoes an emergency surgery consisting in opening a window in her skull to provide more room for swollen tissues and to relieve pressure from accumulated blood and cerebral spinal fluid.

After the surgery, she recovers rapidly and returns back home after a couple of weeks of observation at the hospital.
5.5.2.5
Existing features partly or fully covering the use case functionality

	Reference number
	Requirement text
	Application / transport
	Comment

	8.9
	The 5G system shall support data integrity protection and confidentiality methods that serve URLLC and energy constrained devices.
	T
	See 3GPP TS 22.261



	6.1.2
	All requirements related to slice management, access, capacity, quality of service. 

In particular, on prioritization of certain slices against others:

The 5G system shall enable the network operator to define a priority order between different network slices in case multiple network slices compete for resources on the same network.
	T
	See 3GPP TS 22.261

	6.10.2, 

6.1.2.3
	All requirements related to private slice management, access, limitation to a specific geographical area, isolation and fault tolerance.
	T
	See 3GPP TS 22.261

	8.2, 8.3
	All requirements related to security management in private slices
	T
	See 3GPP TS 22.261

	6.2.3
	The 5G system shall enable packet loss to be minimized during inter- and/or intra- access technology changes for some or all connections associated with a UE.
	T
	See 3GPP TS 22.261

	6.2.3
	The 5G system shall minimize interruption time during inter- and/or intra- access technology mobility for some or all connections associated with a UE.
	T
	See 3GPP TS 22.261


Editor’s notes: Check 22.282 for MCData requirements that could potentially support the use case. 

5.5.2.6
Potential New Requirements needed to support the use case
	Reference number
	Requirement text
	Application / transport
	Comment

	5.5.2.6-1
	The 5G system shall support uplink unicast transmission of one compressed 4K (3840x2160 pixels), 12 bits per pixel color (e.g. YUV 4:1:1 [28]), 60 fps real time video stream for a communication service consuming resources from a PLMN with a maximum latency of [100 ms] and a communication service availability > 99,99% while moving at a speed up to 150 km/h.
	T
	Editor’s note: 100 ms latency provisionally considered. This is to be validated with figures from studies dealing with efficient collaboration of people located at different places.

	5.5.2.6-2
	The 5G system shall support uplink unicast transmission of one [670 Mbits/s] 2048x2048 pixels 16 bits per pixel 10 fps uncompressed image stream for a communication service consuming resources from a PLMN with a maximum latency of [100 ms] and a communication service availability > 99,999% while moving at a speed up to 150 km/h.
	T
	

	5.5.2.6-3
	The 5G system shall support uplink unicast transmission of one <1 Mbits/s physical vital signs monitoring data stream for a communication service consuming resources from a PLMN with a maximum latency of [100 ms] and a communication service availability > 99,999% while moving at a speed up to 150 km/h.
	T
	

	5.5.2.6-4
	The 5G system shall support unicast transmission of one 128 kbits/s bidirectional high quality audio stream for a communication service consuming resources from a PLMN with a maximum latency of [100 ms] and a communication service availability > 99,99% while moving at a speed up to 150 km/h.
	T
	


Editor’s note: Extract KPIs in the above table and put them in a separate table using the format in use in TS 22.261 or TS22.104
------------------------- END OF CHANGE #7 ----------------------------

---------- BEGIN OF CHANGE #8 ----------

5.2 Static – Local

5.2.1
Description of Modality

5.2.1.1
Overview
Use cases under this modality take place e.g. into hybrid operating rooms. Hybrid operating rooms (OR) are in general equipped with advanced imaging systems such as e.g. fixed C-arms (x-ray generator and intensifiers), CT scans (Computer Tomography) and MRI scans (Magnetic Resonance Imaging). The whole idea is that advanced imaging enables minimally-invasive surgery that is intended to be less traumatic for the patient as it minimizes incisions and allows to perform surgery procedure through one or several small cuts. This is as an example useful for cardio-vascular surgery or neurosurgery to place deep brain stimulation electrodes.
Due to its many benefits for the patients, image guided surgery is now the main stream for many specialties from cardiology to gastroenterology or ophthalmology. This is the underlying force for a very dynamic market predicted to reach $4,163 million by 2025 and experiencing a sustained growth of 11.2% from 2018 to 2025 (see [6]).
But, as of now, a lack of real interfaces between technologies and devices inside operating rooms is putting progress at risk. In fact, devices and software must be able to work together to create a truly digitally integrated system in the operating room. Multiple vendors are proposing integrated OR proprietary solutions but they are often limited to their particular standpoint, depending on the category of equipment they usually provide: OR tables and lighting providers, anesthesia and monitoring equipment, endoscopes or microscopes, medical imaging (X-Ray, ultrasounds), video monitors and streaming. No category dominates others with the capacity to impose a particular solution that could be adopted by all. This roadblock to full digitalization is addressed by standards like e.g. DICOM supplement 202: RTV which leverages on SMPTE (ST 2110 family of standards) to enable the deployment of equipment in a distributed way. The intention is to connect various video or multi-frame sources to various destinations, through a standard IP switch, instead of using a proprietary video switch. This is shown on the figure below (see [2]):
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Figure 5.2.1.1-1: Overview diagram of an Operating Room (O.R.)

Carriage of audio-visual signals in their digital form has historically been achieved using coaxial cables that interconnect equipment through Serial Digital Interface (SDI) ports. The SDI technology provides a reliable transport method to carry a multiplex of video, audio and metadata with strict timing relationships but as new image formats such as Ultra High Definition (UHD) get introduced, the corresponding SDI bit-rates increases way beyond 10Gb/s and the cost of equipment that need to be used at different points in a video system to embed, de-embed, process, condition, distribute, etc. the SDI signals becomes a major concern. The emergence of professional video over IP solutions, enabling high quality and very low latency performance, now calls for a reengineering of ORs, usually a long and costly process but that can be accelerated thanks to the adoption of wireless communications whose flexibility also reduces installation costs.

Witnessing the increasing interest of health industry actor in wireless technologies, [8] predicts that the global wireless health market is projected to grow from $39 Billion in 2015 to $110 Billion by 2020. More specifically, [7] points out the increasingly prevalence of wireless technology in hospital which has led to the vision of the connected hospital, a fully integrated hospital where caregivers use wireless medical equipment to provide the best quality of care to patients and automatically feed Electronic Health Records (EHR) systems. As a natural evolution, for wireless technologies that can cope with hospitals’ difficult RF environment and can provide needed security warranties, it is expected that they can be a promising opportunity enabling surgeons to benefit from advanced imaging/control systems directly in operating rooms while still keeping the flexibility of wireless connectivity. In practice, one can also expect the following benefits from going wireless in O.R.:

· Equipment sharing between operating rooms in the same hospital which makes procedures planning easier and allows hospitals to deploy an efficient resource optimization strategy,

· On-demand addition of complementary imaging equipment in case of incident during a surgery procedure which eventually leads to better care provided to patients,

· Suppression of a range of cables connecting a multitude of medical devices, constituting as many obstacles, that makes the job of a surgical team easier and reduces the infection risk.

In addition, hybrid O.R. trend makes operating rooms increasingly congested and complex with a multitude (up to 100) of medical devices and monitors from different vendors. In addition to surgical tables, surgical lighting, and room lighting positioned throughout the OR, multiple surgical displays, communication system monitors, camera systems, image capturing devices, and medical printers are all quickly becoming associated with a modern OR. Installing a hybrid O.R. represents therefore a significant cost, not only coming from the advanced imaging systems themselves, but also from the complex cabling infrastructure and the multiple translation systems that are needed to make all those proprietary devices communicating together. Enabling wireless connectivity in O.R. simplifies the underlying infrastructure, helps streamlining the whole setup and reducing associated installation costs.
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