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Abstract: This document provides a review of the informative annex regarding latency calculations. This review includes:

· Improvement in the description of the latency elements
· Correction of some formulas

· Inclusion of calculations relating radio misalignment

· Equations that relate required application layer latency into the required end-to-end latency used for the AV_PROD use cases
---------- Use Case template ----------
Annex A (informative):

A.1
Real-time audio-streaming latency budget
Many factors influence the total latency that is experienced by a user. In most of the use cases presented in this study item, the users of the system will by often in situations where they can easily perceive latency increase, which poses requirements that are much tighter in comparison to other voice/audio applications. 
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Figure A-1 General representation of a wireless production audio system

Figure 1 shows the elements involved in the communication of professional audio production. On one hand there is a wireless audio input, which is represented here as a microphone. The audio is captured at the audio source and sent over a wireless connection to a central processing server, which could be performing mixing of several audio inputs, transcoding, equalization, or other processing tasks. The result of the processing step is sent over the wireless output device, which could be either a loudspeaker, an IEM, a general-purpose device equipped with headphones, or other. 
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Figure A-2 Time diagram representing the frame capturing, processing, and playback of a wireless production audio system

The latency elements related to the system in Figure 1 are shown in Figure 2, which includes the time diagram of the audio input, mixing, and output devices, as well as the communication steps between these elements. This diagram can be used to clarify what is the total mouth-to-ear latency, which would be the total latency perceived by a user of this system. 

The first latency element is determined by the frame size Tframe. Digital audio transmissions are performed mostly by splitting the audio signal into frames, usually of fixed size in samples, meaning that each audio frame is collected and processed at regular intervals. This process introduces a latency of a frame size Tframe, when no other step is considered. The size of Tframe is not necessarily derived by the audio application and may be adjusted for optimized data transmission, e.g. for matching the wireless system transfer interval.
Next, there are steps of audio encoding, processing and decoding, summed up with Tprocessing, which depends on specific implementations, and will be performed in each of the elements on the audio stream path. For the sake of clarity, this element will be considered as being equal in the audio source, server and output.

On the air interface, there is the delay for transmitting the audio frames As with any wireless transmission mechanism, this delay is variable, depending on factors such as network overload, path loss, interference conditions, and the tradeoff between bandwidth, transmission time and reliability. On one hand, the transition from audio to radio subsystem often introduces a misalignment delay. This is caused by the fact that wireless transmissions often can only start to certain periodic points in time. If the audio application is not aligned to these, a delay Tradio misalign is introduced when waiting for the next possibility to begin a transmission. In worst case this delay is of the size of one radio transfer period e.g. the slot time. If the radio subsystem provides an interface to enable the alignment of Tframe to the radio transfer period, this delay could be reduced to Tradio misalign ( 0. The other delay term Tdelay refers to the delay caused by protocol messages exchange, scheduling, encoding/decoding, as well as the wireless transmission itself. Both of these terms are used to represent the end-to-end delay for the wireless transmission Tend-to-end = Tradio misalign + Tdelay. 
Due to wireless transmission jitter, each audio receiving node has to buffer enough data in order to deal with the receiving time uncertainty. Therefore, each audio receiving node has to buffer enough data in order to deal with that uncertainty. In order to do so, these systems may define a buffer length that is long enough to guarantee that at least a given percentage of packages are received on time, e.g. the 99.9th percentile of the one-way transmission delay of packets. 
Finally, it is the usual case that the exact timing of the frames on each device is not aligned. Each audio device controls the timing of these frames by callbacks, interruptions, or other mechanisms, and they are usua#’ly not aligned among different devices. For each transmission stage, there can be this delay added, which could be anywhere in the range 0 < Taudio async < Tframe. However, in order to analyze a worst-case scenario, in this document we consider Taudio async ( Tframe. 
With all these elements in mind, the latency budget for a complete system with 2 wireless links and a central mixing processing, such as the one shown in Figure 1 is 
	Tlatency = Tframe + 3×Tprocessing + 2×Tent-to-end + 2×Taudio async.
	Equation 1

	
	


Considering a worst-case scenario where Taudio async ( Tframe, we get the latency estimation as
	Tlatency, worst case ( 3 ×Tframe + 3×Tprocessing + 2×Tend-to-end.
	Equation 2


If an interface allows the alignment of the audio devices to the radio transfer period, the radio misalignment can be reduced to Tradio misalign ( 0. In an optimal case the audio callback of the input, mixing, and output devices can be time-aligned, and as a result the audio misalignment can be reduced to Taudio async ( 0, resulting in an optimal mouth-to-ear latency of 

	Tlatency, optimal ( Tframe + 3×Tprocessing + 2×Tdelay.
	Equation 3


If only one-way transmission is considered, e.g. UL only transmission from a wireless microphone to a wired loudspeaker, the latency estimations of Equation 1, Equation 2, and Equation 3 are reduced to:
	Tlatency, 1 way = Tframe + 2×Tprocessing + Tent-to-end + Taudio async.
	Equation 4

	Tlatency, 1 way, worst case ( 2 ×Tframe + 2×Tprocessing + Tend-to-end.
	Equation 5

	Tlatency, 1 way, optimal,  ( Tframe + 2×Tprocessing + Tdelay.
	Equation 6
	


As a general approach, Equation 2 is adapted as
	Tend-to-end ( (Tlatency, worst case  - 3 ×Tframe - 3×Tprocessing)/2
	Equation 7


to calculate the 2-way communication requirements, and Equation 3 is adapted as 

	Tend-to-end ( (Tlatency, 1 way, worst case  - 2×Tframe - 2×Tprocessing)
	Equation 8


to calculate the 1-way communication requirements. 
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