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Abstract: this document discusses the QCIs defined for the low-latency and high-reliability scenarios related to SA2 LS in S2-178150 and RAN1 LS in R1-1715089; and proposes the response.
Introduction

As stated in the SA2 LS (S2-178150),

For ‘low latency with normal reliability’ and lower latency Mobile BroadBand, SA2 are currently planning to add just four new QCIs into their specifications. In addition, it is expected that the ‘example services’ for the existing QCI 3 are expanded to include the ‘Electricity distribution – medium voltage’ and ‘Process automation ‒ monitoring’ scenarios from TS 22.261 clause 7.2.2, table 1.

The characteristics of the 4 new proposed QCIs are also included in the LS, for which the example services referring to the service scenarios (i.e., Discrete Automation) in table 7.2.2-1 of TS 22.261. 
	Scenario
	End-to-end latency
	Jitter
	Survival time
	Communication service availability
	Reliability
	User experienced data rate
	Payload

size
	Traffic density
	Connection density
	Service area dimension

	Discrete automation
	10 ms
	100 µs
	0 ms
	99,99%
	99,99%
	10 Mbps
	Small to big
	1 Tbps/km2
	100 000/km2
	1000 x 1000 x 30 m


SA2 also requests SA1 to provide feedback on whether the latencies in the QCI table should be reduced to cater for e.g. application processing, and if so, to provide information such that SA2 can document the resulting latency between SGi and UE.  
This document intends to discuss the QCIs defined for the low-latency and high-reliability scenarios related to SA2 and RAN1 LSs; and proposes the response.
Discussion

SA2’s question

As stated in the LS, SA2 requested SA1 to note that the latencies defined for the QCIs are only between SGi and the UE and do not allow for any application processing, etc.
SA2’s question is related to the latency requirements captured in SA1 TS 22.261, specifically the “end-to-end latency” in table 7.2.2-1. End-to-end latency is defined in TS 22.261 as follow:
end-to-end latency: the time that takes to transfer a given piece of information from a source to a destination, measured at the communication interface, from the moment it is transmitted by the source to the moment it is successfully received at the destination.

Observation #1: No application processing time is considered in the SA1 definition of “end-to-end latency”.
Then the question is whether or not the end-end latency indicated in table 7.2.2-1 can be mapped into the latencies (between SGi and the UE) defined for the QCIs.
Based on the note 3 in table 7.2.2-1
NOTE 3: 
This is the end-to-end latency the service requires. The end-to-end latency is not completely allocated to the 5G system in case other networks are in the communication path.

it can be assumed that if the communication path is completely within the 5G system the required end-end latency can be allocated to the 5G system. 

Observation #2: The required end-end latency can be completely allocated to the 5G system in the case that no other network is in the communication path.

Furthermore the detail of “discrete automation” is described in Annex D2 of TS 22.261. Based on the description we can therefore conclude for a typical discrete automation service scenario, in the case that the communication path is completely within the 5G system the end-end latency indicated in table 7.2.2-1 can be mapped into the latencies (between SGi and the UE) as defined for the new QCIs.
Conclusion #1: For a typical discrete automation service scenario, in the case that the communication path is completely within the 5G system the end-end latency indicated in table 7.2.2-1 can be mapped into the latencies (between SGi and the UE) as defined for the new QCIs.

Proposal #1: to capture the above conclusion as the answer to SA2’s question in the reply LS.

Information from RAN1
As indicated in the related LSs (i.e. R1-1715089/ R2-1709976/S2-178150), the current status of NR design can be seen as follow:
The design of NR is currently ongoing. The exact minimum latency value and the highest reliability value that will be supported within the RAN is not yet defined. It is however clear that NR will support one way latency down to 1 ms one-way and with a reliability of 1-10-5 for a packet size of 32 bytes according to TR 38.913. The target for user plane latency for UL and DL within the RAN is 0.5 ms (without reliability requirements).
Note this is in line with the latency and reliability requirements for URLLC use cases as defined in TR 38.913:

A general URLLC reliability requirement for one transmission of a packet is 1-10-5 for 32 bytes with a user plane latency of 1ms.

However according to the scenario “Discrete automation – motion control” in table 7.2.2-1 of TS 22.261, the reliability requirement for transmission of a packet of less than 256 bytes is 99.9999%=1-10-6 with an end to end latency of 1 ms. 
	Scenario
	End-to-end latency
	Jitter
	Survival time
	Communication service availability
	Reliability
	User experienced data rate
	Payload

size
	Traffic density
	Connection density
	Service area dimension

	Discrete automation – motion control
	1 ms
	1 µs
	0 ms
	99,9999%
	99,9999%
	1 Mbps

up to 10 Mbps
	Small
	1 Tbps/km2
	100 000/km2
	100 x 100 x 30 m 

	NOTE 5: 
Small: payload typically ≤ 256 bytes 


Observation #3: There is an inconsistency between the requirements defined for URLLC in RAN TR 38.913 and SA1 TS 22.261.

Based on the on-going SA1 study on communication for automation in vertical domains, the potential requirements for the motion control are captured in TR 22.804 including

The 5G system shall support cyclic traffic with cycle times in the order of 1 ms for a communication group of about 50 UEs and payload sizes of about 40 B. 

The 5G system shall support cyclic traffic with cycle times in the order of 0.5 ms for a communication group of about 20 UEs and payload sizes of about 50 B. 

The 5G system shall support cyclic traffic with cycle times in the order of 2 ms for a communication group of about 100 UEs and payload sizes of about 20 B. 

The 5G system shall support communication service availability exceeding at least 99.9999%, ideally even 99.999999%.

Observation #4: The SA1 requirements for the scenario “Discrete automation – motion control” (as captured in table 7.2.2-1 of TS 22.261, the reliability requirement for transmission of a packet of small payload size (typically ≤ 256 bytes) is 99.9999% with an end to end latency of 1 ms) seem reasonable.
RAN1 is currently planning to meet the requirements from TR 38.913 but it would not seem to meet SA1 requirement. It therefore needs to clarify these requirements in SA1 and inform RAN WGs in order to have a suitable design for URLLC.
Proposal #2: It is necessary to point out, in the reply LS to RAN WGs and SA2, that the SA1 requirements for the scenario “Discrete automation – motion control” are as follow:
the reliability requirement for transmission of a small packet (with a payload size typically ≤ 256 bytes) is 99.9999% with an end to end latency of 1 ms.
Proposal
Based on the discussion above, a reply LS is drafted in S1-17xxxx to reflect the conclusion and the proposals:

Conclusion #1: For a typical discrete automation service scenario, in the case that the communication path is completely within the 5G system the end-end latency indicated in table 7.2.2-1 can be mapped into the latencies (between SGi and the UE) as defined for the new QCIs.

Proposal #1: to capture the above conclusion as the answer to SA2’s question in the reply LS.

Proposal #2: It is necessary to point out, in the reply LS to RAN WGs and SA2, that the SA1 requirements for the scenario “Discrete automation – motion control” are as follow:
the reliability requirement for transmission of a small packet (with a payload size typically ≤ 256 bytes) is 99.9999% with an end to end latency of 1 ms.

