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Abstract: To prepare the TR for approval, this pCR removes all Editor's Notes and material that remains FFS. To retain this material, other pCRs that are agreed at SA1 102 can replace the changes in this pCR. 
changes in S1-231623
- removed changes due to agreements in 1690 (5.7), 1727 (5.8), 1598 (5.17)
changes in S1-231582
- removed changes to 5.15, 5.27, 5.28, Annex C
- updated the terminology for 'immersive' (adapting the Cambridge dictionary definition)
- removed 'digital asset container' (the text can be used as a starting point to introduce digital asset functionality in the new TS, perhaps)
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As per the abstract.

Proposal
It is proposed to agree to the changes below to 22.856, 1.0.0.
Start of changes
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Editor’s Note: Add an Introduction will be added as the second unnumbered clause. 
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Editor's Note: The term avatar will be defined.
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
autonomous virtual alter ego: an AI-based digital representation behaving autonomously on behalf of a user herself/himself in the mobile metaverse services.
avatar: a digital representation specific to media that encodes facial (possibly body) position, motions and expressions of a person or some software generated entity.
Conference: An IP multimedia session with two or more participants. Each conference has a "conference focus". A conference can be uniquely identified by a user. Examples for a conference could be a Telepresence or a multimedia game, in which the conference focus is located in a game server.
NOTE 1: This definition was taken from TS 22.228 [2].
Conference Focus: The conference focus is an entity which has abilities to host conferences including their creation, maintenance, and manipulation of the media. A conference focus implements the conference policy (e.g. rules for talk burst control, assign priorities and participant’s rights).
NOTE 2: This definition was taken from TS 22.228 [2].
digital asset: anything that is stored digitallydigitally stored information and that is uniquely identifiable that and can be used to realize value according to their licensing conditions and applicable regulations. Examples of digital assets include digital image (avatar), software licenses, gift certificates and files (e.g. music files) that have been purchased under a license that allows resale. 
Editor's Note: this definition needs to be revisited.
digital asset container: virtual container, in which the user holds his/her digital assets (cryptocurrencies, tokens such as NFT, purchased items, IDs...). 	Comment by Samsung S1-231582: The term digital asset container does not occur in the TR. The text in this could be considered for the text in the new metaverse TS to clarify the intent and functionality to support use of digital assets...
NOTE 3: This digital asset container must also allow to provide his/her Know Your Customer (KYC): to provide proof without disclosing information (to prove an element of the identity without revealing the personal data). 
NOTE 4: Some of the information stored in this digital asset container can be certified (such as IDs, because it has already been authenticated upstream and is encrypted). 
NOTE 5: User information can be managed by several different platforms (third parties).
digital representation: the mobile metaverse media associated with the presentation of a particular virtual or physical object. The digital representation could present the current state of the object. One example of a digital representation is an avatar, see Annex A.
digital twin: A real-time representation of physical assets in a digital world. 
Note: This definition was taken from [29].
gesture: a change in the pose that is considered significant, i.e. as a discriminated interaction with a mobile metaverse service.
immersive: a characteristic of a service experience or AR/MR/VR media that appears realistic and acceptable to the user, generally so rapidly responsive to user interaction that the user can behave as they would interacting with real objects., seeming to surround the user, so that they feel completely involved.
Editor's Note: the definition of immersive will be revised.
localization: A known location in 3 dimensional space, including an orientation, e.g. defined as pitch, yaw and roll.
location related service experience: user interaction and information provided by a service to a user that is relevant to the physical location in which the user accesses the service.
location agnostic service experience: user interaction and information provided by a service to a user that has little or no relation to the physical location in which the user accesses the service. Rather the service provides interaction and information concerning either a distant or a non-existent physical location.
mobile metaverse media: media communicated or enabled using the 5G system including audio, video, XR (including haptic) media, and data from which media can be constructed (e.g. a 'point cloud' that could be used to generate XR media.)
mobile metaverse: the user experience enabled by the 5G system of interactive and/or immersive XR media, including haptic media.
mobile metaverse server:	an application server that supports one or more mobile metaverse services to a user access by means of the 5G system.
mobile metaverse service: the service that provides a mobile metaverse experience to a user by means of the 5G system.
pose: the relative location, orientation and direction of the parts of a whole. The pose can refer the user, specifically used in terms of identifying the position of a user's body. The pose can also also refer to an entity or object (whose parts can adopt different locations, orientations, etc.) that the user interacts with by means of mobile metaverse services.
service information: this information is out of scope of standardization but could contain, e.g. a URL, media data, media access information, etc. This information is used by an application to access a service.
spatial anchor: an association between a location in space (three dimensions) and service information that can be used to identify and access services, e.g. information to access AR media content.
spatial map: A collection of information that corresponds to space, including information gathered from sensors concerning characteristics of the forms in that space, especially appearance information.
spatial mapping service: A service offered by a mobile network operator that gathers sensor data in order to create and maintain a Spatial Map that can be used to offer customers Spatial Localization Service.
spatial localization service: A service offered by a mobile network operator that can provide customers with Localization.
User Identifier: a piece of information used to identify one specific User Identity in one or more systems. 
NOTE 6: This definition was taken from TS 22.101 [4].
User Identity: information representing a user in a specific context. A user can have several user identities, e.g. a User Identity in the context of his profession, or a private User Identity for some aspects of private life.
NOTE 7: This definition was taken from TS 22.101 [4].
User Identity Profile: A collection of information associated with the User Identities of a user. 
NOTE 8: This definition was taken from TS 22.101 [4].
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[bookmark: _Toc120012970][bookmark: _Toc120025084][bookmark: _Toc120025237][bookmark: _Toc120091315][bookmark: _Toc129348802]4	Overview
Mobile metaverse services are discussed in this technical report both in the abstract and concrete. Specific services mentioned in the TR include:
-	Situational awareness for drivers, pedestrians, cyclists, to increase safety and efficiency of transport (see 5.2).
-	XR enabled collaborative and concurrent engineering, to enable local and remote collaboration (see 5.3).
-	Participatory in and passive observation of virtual reality events, e.g. basketball (see 5.6).
-	Presentation of AR content, e.g. a feature length movie, on a virtual screen (see 5.7).
-	Remote critical health care, including surgery and treatment (see 5.10).
The study also considers a number of use cases that feature new service enablers, including:
-	Providing users with information and services that are of local relevance (see 5.1).
-	Enhancements to IMS to support multiple users and multi-modal XR communication (see 5.3).
-	Support for spatial anchors to link service information to specific locations (see 5.4).
-	Support for spatial localization and mapping services, and enablers for them in the 5GS (see 5.5).
-	Support for multi-service coordination for different input and output devices and diverse services (see 5.8).
-	Support for synchronization of different data streams and predicted network conditions (especially latency) to enable immersive remote collaboration despite significant distance and therefore communication delay between participants (see 5.9).
Editor's Note: Additional services and enablers will be added to the overview as the study develops.
Next change
[bookmark: _Toc120013033][bookmark: _Toc120025151][bookmark: _Toc120025306][bookmark: _Toc120091384][bookmark: _Toc129348872]5.10.6	Potential New Requirements needed to support the use case
 [PR 5.10.6-1] The 5G system shall provide fault tolerant reliable end to end support for critical health care services.
Editor's Note: This requirement is FFS, pending a gap analysis of the support added by the CMED feature.
[PR 5.10.6-21] The 5G system shall provide a means to synchronize multiple service data flows (e.g., heart rate, video, audio) of multiple UEs associated with Critical HealthCare services.
[PR 5.10.6-3] The 5G system shall meet the following KPI table [14, 41, 42]:
	
Profile
	Latency (ms)
	Max Allowable Jitter (ms)
	Average Data rate
	Reliability
	UE speed

	Immersive Interactive Mobile medical services over NPNs
	10ms -100ms
	< 2ms for tactile sensors
<50ms for audio and video
	1 - 100Mbps
	99.9999% with fault tolerance.
	Pedestrian/Stationary


Table-5.10.6-1: Key Performance Indicator (KPI) for mobile metaverse health care
Editor's Note: The KPIs in the table above are FFS.
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[bookmark: _Toc120013056][bookmark: _Toc120025174][bookmark: _Toc120025329][bookmark: _Toc120091407][bookmark: _Toc129348895]5.14.1	Description
The concept "mobile metaverse" and "metaverse" became popular during the coronavirus pandemic as lockdown measures and work-from-home policies pushed more people online for both business and pleasure, increasing demand for ways to make online interaction more lifelike. The term covers a wide variety of location agnostic service experiences, from workplace tools to games and community platforms. It generally refers to shared and immersive digital service experiences (i.e. mobile metaverse services) that people can experience by means of using XR devices. By 2026, 25% of people are estimated to spend at least one hour a day using services that provide immersive XR media for work, shopping, education, social media and/or entertainment, according to the latest study by Gartner, Inc. (a U.S.-based technology research and consulting company). 
Mobile metaverse service technologies are still in the early stages of being adopted. Currently there are already many digital environments (i.e. mobile metaverse services that offer location agnostic and location related service experiences), which typically run in silos and are not interconnected. From end users’ view point, there are several basic requirements to be addressed:
- Depending on the immersive XR media service the user wants to connect to, he/she can choose his/her digital representation and the related information when needed: avatar (one or more), e-money (e.g. financial services as payment, his/her means of payment), ID, purchased items… 
- A user is able to transition between immersive mobile metaverse services using the similar digital representation seamlessly and taking into account the constraints of the mobile metaverse services accessed. The transfer of information via the operator's network ensures the semantic compatibility – possibly through abstraction - between the origin and the destination. This also ensures, if necessary, the confidentiality of the origin and the destination.
[bookmark: _Hlk111018511]Editor's Note: 	It is FFS if the data are managed only by the network or transmitted to the final user.	Comment by Samsung: it is assumed that nothing more will be added and the EN is not needed.
In the following use case, Alice uses an immersive mobile metaverse service of a travel company, and a trip interests her. She would like to verify if she has enough money to buy the trip. She needs to link the immersive mobile metaverse service of her bank with the current immersive mobile metaverse service of the travel company so that her profile is automatically shared between these two services (she has previously given authorisation).
In this use case 'digital representations' are expected to interwork with specific services. The use case does not propose to define a new 'standard' for digital representations (avatars, electronic money and financial service, IDs, purchased items.) Rather personal information is stored and retrieved to improve service delivery and to assure privacy and security. If some formats, etc. are shared between different service providers, this would present an opportunity for consistency and continuity for the user of those two services, enabled by this use case.
Next change
[bookmark: _Toc129348948][bookmark: _Hlk128089785]5.21.5	Existing features partly or fully covering the use case functionality
Cloud Native Virtualized Network Functions (TR28.834) and Network and Service Operations for Energy Utilities(TS28.829) can be partly applied to this use case
Editor's Note: The gap analysis is FFS.No existing features are identified.	Comment by Samsung: assumes that there will be no further study.
[bookmark: _Toc129348949][bookmark: _Hlk128081799]5.21.6	Potential New Requirements needed to support the use case
[bookmark: _Hlk128089640][PR 5.21.6-1] Subject to the operator’s policy, 5G system shall be able to provide the means for the authorized third party to provide the input data about specific virtual event(s) e.g. failure of the NW equipment, burst traffic on the virtual 5G system(s) for the mobile Metaverse service.
[PR 5.21.6-2] Subject to the operator’s policy, 5G system shall be able to provide the means to provide the output data calculated or analyzed with the operator specific data from the virtual 5G system(s) to the authorized third parties.
Editor's Note: The above requirements are FFS.
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[bookmark: _Toc129348963]5.23.6	Potential New Requirements needed to support the use case
[PR 5.23.6-1] Subject to operators’ policy, upon request from the mobile metaverse service, the 5G system shall be able to expose the communication latency information to the mobile metaverse service. 
NOTE: Communication latency information refer to the latency 5G system can acquire directly (e.g. end-to-end latency) or latency information 5G system can acquire assisted by other mechanisms (e.g. between UPF and specific server, etc.). This information might be used by 3rd party, for example to suggest a suitable QoS and server.
Editor's Note: This potential requirement is FFS.
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[bookmark: _Toc129348970]5.24.6	Potential New Requirements needed to support the use case
[bookmark: _GoBack][PR 5.24.6-1] Subject to regulatory requirements, user’s consent and operator’s policy, the 5G system shall support mechanisms to identify an avatar and associate the avatar with a subscriber (i.e. the owner of the avatar). 
[PR 5.24.6-2] Subject to regulatory requirements, user’s consent and operator’s policy, the 5G system shall be able to authorize the avatar to be used in mobile metaverse services. 
[PR 5.24.6-3] Subject to regulatory requirements, user’s consent and operator’s policy, the 5G system shall provide time-bound authorization services for an avatar to be used in mobile metaverse services. 
[PR 5.24.6-4] Subject to regulatory requirements, user’s consent and operator’s policy, the 5G system shall be able to support mechanisms to register and update the information of an avatar including the information about the subscriber who is the owner of this avatar and the subscriber who is authorized to use this avatar.
[PR 5.24.6-5] Subject to regulatory requirements, user’s consent and operator’s policy, the 5G system shall be able to uniquely identify the subscriber who is the owner of an avatar being used in mobile metaverse services. 
[PR 5.24.6-6] Subject to regulatory requirements, user’s consent and operator’s policy, the 5G system shall be able to uniquely identify the subscriber who is using an avatar in mobile metaverse services.
Editor’s Note: PRs 4, 5 and 6 are FFS
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<Publication>: "<Title>".
Editor’s Note: It is likely that informative references may be provided in this study.
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