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Abstract: The document proposes the updates on the potential requirements of 5.29 in TR22.837.
1. Introduction
The editor’s note for PR#001 and FFS for PR#2 are added for furture discussion in last meeting. New potential requirements and KPI values are proposed.
2. Reason for Change
With further study on the public papers of gesture recognition, the feasible KPIs are proposed to be included to resolve ENs and FFS. According, additional functional requirements are identified.
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3. Conclusions
<Conclusion part (optional)>
4. Proposal
It is proposed to agree the following changes to 3GPP TR 22.837 v1.0.0.

* * * First Change * * * *
5.29	Use case on Gesture Recognition for Application Navigation and Immersive Interaction
[bookmark: _Toc128938070]5.29.1	Description
As a new way of human-device interface, gesture recognition enables a more intuitive interaction between humans and machines, compared to the conventional text or GUI-based interfaces. Common applications of gesture recognition include touchless control of mobile devices, such as smartphones, laptops, and smart watches. Compared to other use cases, such as sports monitoring or sleep monitoring, gesture recognition requires higher resolution, higher update rate, and lower latency, which makes it more challenging in terms of resource utilization and processing complexity. 
Gesture recognition identifies motions and postures of human body parts, such as head, hands, and fingers. As shown in Figure Fig 5.29.1-1, Gesture recognition can be applied to various applications such as human motion recognition, keystroke detection, sign language recognition and touchless control.

	
	
Gesture/motion/posture recognition
· Human motion recognition
· Keystroke detection
· Touchless control
· Sign language recognition


Fig 5.29.1-1 Gesture Recognition
In this use case, we focus on application of gesture recognition for touchless control and immersive (i.e. XR) application.
For touchless control, the identified gestures are then interpreted to specific behaviours or operations of the device, including locking/unlocking a screen, increasing/decreasing volume, and navigating forward/backward web pages.
For XR application, the position tracking and mapping of the human body is a basic requirement that permeates XR application to provide the immersive experience [55]. Hereby a variety of sensors are integrated in the XR devices to measure the movement of the human body (e.g., head, eye, hand, arm, etc) in order to simulate normal human mimicry. Besides, the hand tracking goes beyond the simulation and enables a natural and intuitive way of the interaction between the human and the machine compared with the use of the physical controller. The gesture recognition and hand tracking becomes a vital function in XR applications, especially when the human and the controlled object stay in physical and virtual world separately.
For both touchless control and XR application, NR-based RF sensing is suitable for gesture recognition because certain RF signals can detect small body movements and the RF signals are not susceptible to the ambient illumination condition and occlusions in the environment. In addition, NR-based RF sensing allows for finger and hand tracking in a lower-complexity and economic manner.
[bookmark: _Toc128938071]5.29.2	Pre-conditions
There are two roommates, Jose and Bob, both of whom subscribed to MNO A, which has deployed RAN entity (e.g., an indoor base station) supporting NR-based sensing.
Jose subscribes to the touchless user interface service and his mobile device has NR sensing capability.
Bob subscribes to the immersive interaction service, provided by both MNO A and XR application (e.g. game, sports training) provider AppX on the access rights of the interaction information relevant to Bob’s hands. Bob’s UEs (e.g. smartphone, XR device such as headset) are capable of NR-based sensing and Bob’s XR device also have other sensors (e.g. IMU) embedded on the device.
[bookmark: _Toc128938072]5.29.3	Service Flows
Social Media Navigation service with Gesture Recognition
Step 1: Sitting in this room, Jose is reading through social media posts using his smartphone, to navigate to either the previous or next posts. Jose waves his hand in the air from left to right or from right to left.
Step 2: Jose’s smartphone detects the hand gesture using 5G wireless sensing using the RAN entity, UE or both. The smartphone and RAN entity can send sensing data (with extracted gesture features such as range and Doppler of the detected gesture) to the 5G network.
Step 3: 5G network then aggregates and processes the information collected from the UE and RAN entity to detect Jose’s gesture and provides the sensing results to Jose’s smartphone which is shared with the social media application and used for the navigation of the post.
Immersive interaction service with Gesture Recognition
Step 1: Bob launches the XR application in his room, at which moment one avatar is generated to represent him in the virtual world of the XR application, and the immersive interaction service is activated as shown in Fig 5.29.3-1.
Step 2: When Bob sees a basketball flying toward him, he bends the fingers to catch the ball and throws it back. The characteristics of the gesture (e.g. range, doppler shift) are detected using NR sensing signals of UEs, the RAN entity or both.
Step 3: 5G network (e.g. 5GC) collects the 3GPP sensing data from UEs, RAN entity or both, and process the data and exposes the sensing result (e.g. 3D position, velocity) to XR application. In parallel, the non-3GPP sensing data (e.g. angular velocity)  obtained from the XR device.e is transmitted to the application platform transparently through UE to 5GC. Then 5G network will combine and process the NR sensing data and non-3GPP sensing data for the same posture and exposes the fused sensing result (e.g. 3D position, velocity) with the contextual information(e.g. time) to XR application platform.
Step 4: The gesture and hand movement are recognized and the basketball bounces to another direction as expected a sensing result. The entire course will be presented on Bob’s headset as that the basketball is caught by one hand of Bob’s avatar and thrown back.
[image: ]
Fig 5.29.3-1 Hand Tracking in XR applications
[bookmark: _Toc120038162][bookmark: _Toc128938073]5.29.4	Post-conditions
Due to the RF sensing capability in Jose’s mobile device and a nearby RAN entity, Jose’s gestures are detected and used to navigate the social media posts on his phone.
Similarly, due to the RF sensing capability in Bob’s smartphone, XR device and a nearby RAN entity, and non-3GPP sensors of XR device, Bob’s gesture and the motion of his fingers and hands will be recognized and tracked correctly. The avatar in XR application will show the correct gesture and execute the correct action triggered by the gesture.
[bookmark: _Toc128938074]5.29.5	Existing features partly or fully covering the use case functionality
None.
[bookmark: _Toc128938075]5.29.6	Potential New Requirements needed to support the use case
Editor’s note: Functional requirements are FFS
[PR 5.29.6-1] Subject to user consent and operator’s policy, the 5G system should support mechanisms to combine 3GPP sensing data and non-3GPP sensing data (e.g. IMU) based on the assisted information to derive the sensing result.
[PR 5.29.6-2] Subject to user consent and operator’s policy, the 5G system should support mechanisms to expose the combined sensing result and contextual information (e.g. time), to a trusted third party application.



[PR 5.29.6-13] The 5G system shall be able to provide sensing with the following KPIs:
Table 5.29.6-1	Performance requirements of sensing results for gesture recognition
	Scenario
	Sensing service area
	Confidence level [%]
	Motion rate accuracy
	Accuracy of positioning estimate by sensing (for a target confidence level)
	Accuracy of velocity estimate by sensing (for a target confidence level)
	Sensing resolution
	Max sensing service latency[ms]
	Refreshing rate [s]
	Missed detection [%]

	False alarm [%]


	
	
	
	
	Horizontal
[m]
	Vertical
[m]
	Horizontal
[m/s]
	Vertical
[m/s]
	Range resolution
[m]
	Velocity resolution (horizontal/ vertical)
[m/s x m/s]
	
	
	
	

	Gesture recognition
	Indoor
	N/A95
	N/A
	FFS≤0.1
	FFS≤0.1
	0.1
	0.1
	FFS0.3
	[0.3]
	FFS5
(note3)
	≤0.1
	FFS≤5
	FFS≤5

	NOTE 1:	The terms in Table 5.29.6-1 are found in Section 3.1.
NOTE 2:	KPIs provided in table are derived from [56] and with the use of the limited number of pre-defined gestures to be identified.  some of the KPIs e.g. positioning accuracy and range resolution could be relaxed.
[bookmark: _GoBack]NOTE3:      The value is derived from TS22.261 [33] clause 7.11 about max allowed end-to-end latency for immersive multi-modal KPIs.



* * * End of Change * * * *
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