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Abstract: This change request provides a use case related to supporting remote driving of trains between maintenance centers and railway stations.

x.1	Use case on remote driving of trains between maintenance centers and railways stations
[bookmark: _Toc355779204][bookmark: _Toc354586742][bookmark: _Toc354590101]x.1.1	Description
This use case deals with 5G standalone non-public communication systems which are interconnected in order to provide service continuity between industrial areas such as maintenance centers and the rest of the railway network. In this use case, maintenance centers are covered by 5G standalone non-public networks operated by third parties while the railway network and stations are covered by a FRMCS network operated directly by the railway Infrastructure Manager.
The purpose of this use case is to remotely drive the trains in order to route them from railways station to maintenance centers and vice versa. The immediate expected benefit is to avoid unnecessary travel from drivers between maintenance centers and stations.
The remote driving system is a system allowing the transmission of video flows generated by cameras located in the train’s cabin to the ground, as well as the control/command flows allowing the train to accelerate and to brake. The system must also be able to record and transmit all noises in the driver's cabin, as if the driver was present, in order to detect potential mechanical problems.
The use case involves a remote driving agent, positioned in a remote tele-control cabin connected to the train by a telecom system which allows him to drive the train remotely.
For clarity, the situation is depicted on the below pictures:
[image: ][image: ]
Operational context associated to the use case:
· Average distance between maintenance centers and railway stations : 2.5km
· Maximum allowed speed : 70 km/h or 30 km/h within maintenance centers or stations premises
· Trains without on-board passengers 
In parallel, the Train to Ground Radio critical voice service shall remain active along the path from the railway station to the maintenance center. This service is mainly used on electrified tracks, for a total of about 16,000 km of lines in France. It enables communication between ground-based agents/equipment and those on board trains and is specifically in charge of carrying radio alerts, point to point calls, group calls, geo-fencing, train location …
The train position is communicated to the remote driving agent and is also used to integrate him into the group call corresponding to the area where the train is located.
In summary, the communication flows are characterized as follow
	Flow type
	DL throughput
	UL throughput
	Latency
	Availability
	Other

	Flow CTR/CMD
	100 kbps
	100 kbps
	<10ms
	99,9%
	

	Video
	1 kbps
	720p (1280 x 720 pixels) : 3 Mbps
4CIF (704 x 576 pixels): 500 kbps
	<10ms
	99,9%
	

	Location
	Few bps
	2 kbps
	<100ms
	99,9%
	

	Audio
	WB-AMR : 24 kbps
	WB-AMR : 24 kbps
	<100ms
	99,9%
	

	Radio Alerts
	WB-AMR : 24 kbps
	WB-AMR : 24 kbps
	<100ms
	99.9%
	MOS >= 3

	Voice calls
	WB-AMR : 24 kbps
	WB-AMR : 24 kbps
	<100ms
	99%
	MOS >= 3



The overall connectivity situation is represented on the picture below:
[image: ]

[bookmark: _Toc355779205][bookmark: _Toc354586743][bookmark: _Toc354590102]x.1.2	Pre-conditions
The UE onboard the train is loaded with a USIM that is registered on the FRMCS network.
The UE in the tele-controller cabin is registered on maintenance center’s network.
The FRMCS network has no radio coverage at the place of the maintenance center.
The maintenance center’s standalone non-public network has no radio coverage outside of the maintenance center.
The MCX Client in the tele-controller cabin has all needed credentials to access services offered by MCX servers in the maintenance center standalone non-public network.
[bookmark: _Toc355779206][bookmark: _Toc354586744][bookmark: _Toc354590103]x.1.3	Service Flows
1) The train stops at the station and all passengers get off. At this point, the UE onboard the train is under FMRCS coverage.
2) The driver activates the on-board remote driving system which in turn makes the MCX client on-board the train to register and connect to the remote MCX servers in the maintenance center. As part of this application level connection, both the maintenance center’s network and the FRMCS network negotiate quality of service parameters suitable to the delivered service. A new PDU session spanning both the FRMCS and the network in the maintenance center is then established and transport resources are allocated along the path from the onboard UE to the MCX servers in the maintenance center with quality of service parameters both network have agreed upon.
3) The tele-controller in the maintenance center is notified by the remote driving system that he can take control of the train driving commands and the on-board driving system starts streaming video, audio, location information to the MCX servers in the maintenance center.
4) Additionally, the remote driving agent uses its local MCX client to connect to the Train to Ground Radio critical voice service offered by the FRMCS network.  Here again, prior to this application level connection, quality of service parameters are negotiated between both the network in the maintenance center and the FRMCS network so that transport resources are allocated along the path to the MCX servers in the FRMCS network with suitable quality of service parameters.
5) The remote-driving agent communicates the train identifier to the Train to Ground Radio critical voice service so that he can be included in group calls that are relevant in the area where the train is located.
6) The remote-driving agent sends commands needed to make the train move from the station to the maintenance center, he then continuously monitors video and audio information that is received by the remote driving system through MCX servers in the maintenance center.
7) As the train moves toward the maintenance center, the on-board UE reports continuously radio measurements to the FRMCS network. Later on, when the train enters into the maintenance center premises, radio metrics collected by the on-board UE now also include measurements taken from the cells belonging to the maintenance center’s network. Based on those measurements, both FRMCS and the maintenance center’s network coordinate together to handover all the data flows to the maintenance center’s radio access network. At this point, data flows related to the remote driving system (video, audio, command/control) are locally routed to the local MCX servers. Train location information keeps feeding the Ground to Train Radio service in the FRMCS network through a PDU session that now spans both the maintenance center and the FRMCS networks.
[bookmark: _Toc355779207][bookmark: _Toc354586745][bookmark: _Toc354590104]x.1.4	Post-conditions
The train arrives safely at the right location in the maintenance center and all PDU sessions are released in both networks.
[bookmark: _Toc355779209][bookmark: _Toc354586747][bookmark: _Toc354590106]x.1.5	Existing features partly or fully covering the use case functionality
Editor’s note : section left for further study
x.1.6	Potential New Requirements needed to support the use case
[PR.5.x.6-001]: The 5G system shall be able to support negotiation of quality of service parameters between interconnected standalone non-public-networks prior to delivering an end to end service spanning over both networks.
[PR.5.x.6-002]: The 5G system shall be able to support establishing PDU sessions that can span across several standalone non-public networks.
[PR.5.x.6-003]: The 5G system shall be able to support the coordination of radio and transport resources through several standalone non-public networks so that a given end to end quality of service can be enforced.
[PR.5.x.6-004]: The 5G system shall be able to support seamless handovers of MCX data flows between two interconnected and collocated standalone non-public networks.
[PR.5.x.6-005]: The 5G system shall be able to support the release of PDU sessions that span across several standalone non-public networks.
[PR.5.x.6-006]: The 5G system shall be able to support the extension of established and active PDU sessions to additional standalone non-public networks offering radio coverage to the UE.
[bookmark: _GoBack]Editor’s note : Performance requirements left for further study
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