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Abstract: This document provides a quality improvement pCR to TR 22.856.
1. Introduction
Good progress has been made in this study, which results in early 20 use cases captured in TR 22.856. This pCR is intended to improve the quality of the TR with mainly editorial changes proposed. 
2. Reason for Change
To improve the quality of the TR, the following updates are included in the pCR:
- editorial changes in Scope
- removal of the duplicate ref [29]; and corresponding updates in clause 5.10
3. Proposal
It is proposed to agree the following changes to 3GPP TR 22.856 v0.3.0.


* * * 1st Change * * * *
[bookmark: scope][bookmark: _Toc120012964][bookmark: _Toc120025078][bookmark: _Toc120025231][bookmark: _Toc120091309][bookmark: _Toc120091463]1	Scope
The present document investigates specific use cases and service requirements for 5GS support of enhanced XR-based services, (as XR-based services are an essential part of "Metaverse" services considered in this study,) as well as potentially other functionality, to offer shared and interactive user experience of local content and services, accessed either by users in the proximity or remotely. In particular, the following areas are studied:
-	Support of interactive XR media shared among multiple users in a single location, including:
-	performance (KPI) aspects; e.g. latency, throughput, connection density
-	efficiency and scalability aspects, for large numbers of users in a single location.
-	the combination of haptics type of XR media and other non-haptics types of XR media.
-	Identification of users and other digital representations of entities interacting within the Metaverse service.
-	Acquisition, use and exposure of local (physical and digital) information to enable Metaverse services, including:
-	acquiring local spatial/environmental information and user/UE(s) information (including viewing angle, position and direction);
-	Exposing exposing local acquired spatial, environmental and user/UE information to 3rd parties to enable Metaverse services.
-	Other aspects, such as privacy, charging, public safety and security requirements.
The study also investigates gaps between the identified new potential requirements and the requirements already specified for the 5G system. 
It is acknowledged that there are activities related to the topic Metaverse outside of 3GPP, such as the W3C Open Metaverse Interoperability Group (OMI). These activities may be considered in the form of use cases and related contributions to this study, but there is no specific objective for this study to consider or align with external standardization activities.
A difference between this study and TR 22.847 "Study on Study on supporting tactile and multi-modality communication services" is that Metaverse services would involve coordination of input data from different devices/sensors from different users and coordination of output data to different devices at different destinations to support the same task or application.
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[bookmark: _Toc100862436][bookmark: _Toc100921160][bookmark: _Toc120013027][bookmark: _Toc120025145][bookmark: _Toc120025300][bookmark: _Toc120091378][bookmark: _Toc120091532] 5.10	Use case on Metaverse for Critical HealthCare Services
[bookmark: _Toc100862437][bookmark: _Toc100921161][bookmark: _Toc120013028][bookmark: _Toc120025146][bookmark: _Toc120025301][bookmark: _Toc120091379][bookmark: _Toc120091533]5.10.1	Description
 Metaverse for Critical HealthCare Services. Immersive interactive mobile services  encompasses multiple services such as Gaming, Education, HealthCare, shopping, recreation etc., HealthCare is one of the lifesaving critical services, which will be benefited the most with the metaverse. Remote surgeries and training surgeons are gaining traction with the geographically spread specialized surgeons, students and patients. Meta-Health can save lives by providing healthcare services at the earliest, train students better and free surgeons/doctors from being physically present at patient’s location. Metaverse-HealthCare will encompass services such as surgeries, medical student training, surgeons training with live surgeries, Physician and patient’s examination, and metaverse patient’s scan and tests such as CT scan, X-rays, Pulse monitor etc., Metaverse is a typical teleoperation class of application, which involves a master and a slave device. This class of application will typically exchange haptic signals (forces, torques, position, velocity, vibration etc.,), video and audio signals. Metaverse largely depend on low latency, highly reliable, Secure wireless communication networks. [2914, 32, 33, 36, 37]
Metaverse-Surgeries. There is an urge for the surgeons to be physically present at an hospital to perform their surgeries. Typically – surgeons or patients fly miles to perform surgeries, which is expensive in terms of time and money. The outbreak of coronavirus has further increased the urge for remote surgeries. At present, there are many surgical rooms adopted with advanced surgical robots and doctors can remotely operate on the patients by controlling these surgical robots as shown in Figure-5.10.1-1.b [35]. Metaverse can bring doctors and patients closer virtually, which further improves the accuracy and surgery flexibility. It can also provide suggestions and domain knowledge to reduce risks in actual operation. Recently, A real time metaverse breast cancer surgery was performed using private 5G network and HoloLens. Dr. G wearing HoloLens could see the crucial information displayed on the goggles and performed breast cancer surgery remotely. Dr. G with constant advise from Dr. A – who was seated on the stage at the congress of Spanish association of Breast Surgeons, 900km away from the surgery room [34, 35].  
Metaverse-Physician Consultation. With the outbreak of COVID, virtual consultation through audio and video conference calls have gained considerable momentum. Metaverse with the addition of tactile sensors along with video and audio can give a whole new experience to the virtual consolation.  Ability to perform metaverse consultation without the need for the doctors and patient to be physically present is the most efficient way going forward. In the metaverse-HealthCare universe, the doctors can examine the patient by getting into the digital twin in the metaverse. Doctors are displayed with the key vitals of the patient with plethora of medical advises database as show in Figure-5.10.1-1.c. 5G communication is one the key factors in making the metaverse consolation a reality. Doctors and patients need an uninterrupted, ultra-reliable and low latency 5G services for metaverse to see the light of success [30, 32].  
Metaverse-Body scan and vitals. Metaverse can significantly improve and change the way current body scan and vitals are gathered. Metaverse can be utilized to see the real-time vitals of the patient such as body temperature, heart rate, blood pressure, breathing rate along with MRI, CT and 3D scans as show in Figure-5.10.1-1.d. Medical challenges such as vein detection for IV, shots etc., can easily be resolved in metaverse. Metaverse helps medical professionals to detect, diagnose and treat a patient by peeking into the digital twins in the metaverse universe [30, 32]. [image: ]
Figure-5.10.1-1: a) Training Surgeons with metaverse, b) Metaverse based  surgery, c) metaverse Physician consultation d) metaverse based body scans and vital readings. (Source: healthcareoutlook.net, courthousenews.com, gmw3.com, ourplnt.com)  
Metaverse-Training Medical Students. Surgeries performed by surgeons all over the world can be trained to the students at the best using metaverse. Students can join a live surgery with almost all the important vital and view displayed as in a display of a surgeon. Further, the students can view different positions of the live surgery, hear surgeons instruction and display of suggestions and domain knowledge as show in Figure-5.10.1-1.a. On May 2021, a live lung cancer was performed using an extended reality (XR) technology platform and more than 200 thoracic surgeons from Asian countries attended the Outreach program and received training. The participants wore a head-mounted display (HMD) at their respective locations and entered the outreach program virtually using an avatar – as in a game. They participants viewed the live lung surgery with lecture and 360deg high resolution surgical scenes as show in Figure-5.10.1-2 [31]. 

[image: ]
 Figure-5.10.1-2: Live lung cancer training through metaverse [31] (Source: Journal of Educational Evaluation for Health Professions (Jeehp))  

[bookmark: _Toc120013029][bookmark: _Toc120025147][bookmark: _Toc120025302][bookmark: _Toc120091380][bookmark: _Toc120091534]5.10.2	Pre-conditions
1) Dr. Alex and Dr. Bob are two renowned  surgeons who are also trained to perform surgeries using Immersive interactive mobile healthcare services. 
2) Dr. Alex and Dr. Bob both have 5G based HMD devices, which can connect to the hospital surgery room virtually using an authentic digital twin (Avatar). 5G allocates sufficient communications resources, e.g. through the use of GBR QoS policy to both the surgeons connected for the entire duration of the surgery.  
3) Both the surgeons carry the 5G head mount device (HMD) devices with tactile gloves all the time.
4) To perform surgery, Surgeons move to a quiet place such as car or a conf room where they have sufficient 5G signals as indicated by the head mount device (HMD).
5) The surgeons connect to 5G system rather than wifi or other network since it provides fault-tolerant Ultrahigh reliability to perform uninterrupted surgery. 
[bookmark: _Toc120013030][bookmark: _Toc120025148][bookmark: _Toc120025303][bookmark: _Toc120091381][bookmark: _Toc120091535]5.10.3	Service Flows
1) Dr. Alex and Dr, Bob are surgeons and senior surgeons of a renowned hospitals. Dr. Alex is on a     vacation with the family and Dr. Bob is attending a conference 300miles away from madraidspain.
2) A patient – David- is met with an accident and rushed to the emergency room of a local hospital. Patient has had a bad head injury in the accident and needs an urgent brain surgery to stop the blood clot. 
3) The hospital reaches out to the surgeons – Dr. Alex and Dr. Bob- to perform the surgery.
4) Dr. Alex and Dr. Bob wears metaverse HMD and tactile gloves and connect to the hospital surgery room virtually by connecting through 5G systems.
5)  Dr.Alex and Dr. Bob authenticate themselves using a secure avatar through secure 5G systems.
6) The patient – David- locally in the hospital is placed on the surgery bed equipped with advanced surgical robots by the local doctors and nurse. 
7) The vital information such as heart rate, BP reading, ECG etc., are virtually displayed to both the surgeons. The surgeons are able to view the surgery room and able to see each other using virtual avatar.
8) Dr. Alex and Dr. Bob start performing the surgery virtually with the assistance of the remote robots and local doctors and nurses at the hospital.
9) The surgery successfully ended, which took place for three hours without an interruption in the 5G connections while serving the KPI values as per table-Y.
10) After the surgery, the patient was shifted from the surgery bed to a Intensive Care Unit (ICU)  by the local doctors and nurses in the hospital. Dr. Alex and Dr. Bob went back to vacation and conference respectively. 
[bookmark: _Toc120013031][bookmark: _Toc120025149][bookmark: _Toc120025304][bookmark: _Toc120091382][bookmark: _Toc120091536]5.10.4	Post-conditions
1) After the surgery, the doctors and surgeons stay connected virtually to read the vitals of the patients.
2) After patient has stabilized, Both the surgeons and local doctors virtually log out of the metaverse surgery room.
3)  5G releases dedicated communication resources (GBR QoS policy) from the devices used for surgery using 5GS.
[bookmark: _Toc120013032][bookmark: _Toc120025150][bookmark: _Toc120025305][bookmark: _Toc120091383][bookmark: _Toc120091537]5.10.5	Existing feature partly or fully covering use case functionality
1) URLLC system design in clause 5.33 of 23.501 [39] has proposed dual redundant system to achieve ultrahigh reliability. Though - in this system design- there are dual RAN connections, PDU session established, SMF and UPF but has a common DN and AMF nodes, which is a single point failure in the system architecture. URLLC system design is ultrareliable but not end to end ultra-reliable and fault tolerant. It also relies on the upper layer protocol such as IEEE 802.1 TSN (Time sensitive Network) FRER (Frame replication & elimination for reliability), to manage dual redundant systems such as replication and elimination of redundant packets or frames. A typical fault-tolerant system should not have single point of failures and manage system flow. Moreover, the use of FRER implies that the content is exchanged over both paths continuously, thus doubling the resources used over the radio.
2) Redundant user plane paths based on multiple UEs per device has been proposed in Annex F of 23.501[39]. In this system design, the device is expected to have two UE(s) and they independently connect to their RAN and have their own PDU sessions with a common DN. This system is not End-to-End fault tolerant since it has a common DN – a single point of failure- and requires dual UE(s) to achieve ultrahigh reliability. This architecture too assumes that some upper layer protocol (e.g. FRER) is used for replication and frame elimination, thus doubling the resources used over the radio.
3)  As per Multimedia Priority Service (MPS), mentioned in clause 5.16.5 of TS 23.501[39], allows service users priority access to the system resources under congestion, creating the ability to deliver or complete session of a high priority nature. Service users are priority users such as government officials, authorized users etc., Currently there are no requirements to identify mission critical users and its priorities such as Emergency (under surgeries), Surgeon training, Scans and physician consultation.
4) RRC controls the scheduling of user data in the uplink by associating each logical channel with a logical channel priority, a prioritised bit rate (PBR), and a buffer size duration (BSD), mentioned in clause 10.5 of TS 3038.300 [40]. We can extend this to allocate logical channels for mission critical services such as metaverse for Critical-HealthCare services.	Comment by Lenovo: Should be “38.300”
5) The existing CMED in TR 22.826 specifies various possible healthcare support using ultra high-definition videos, tactile sensors and audio. Though this TR specifies the reliability of 99.999% but does not specify the fault tolerant end-to-end reliability, and also does not specify for metaverse, which is an interactive VR 360˚ streaming [41].
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[5.10.6-1] The 5G system shall provide fault tolerant reliable end to end support for critical HealthCare services .
[5.10.6-2] The 5G system shall meet the following KPI table [2914, 41, 42]:
	
Profile
	Latency (msec)
	Max Allowable Jitter (msec)
	Average Data rate
	Reliability
	UE speed

	Immersive Interactive Mobile medical services over NPNs
	10msec -100msec
	< 2msec for tactile sensors
<50mssec for audio and video
	1 - 100Mbps
	99.9999% with fault tolerance.
	Pedestrian/Stationary


Table-5.10.6-1: Key Performance Indicator (KPI) for Metaverse HealthCare
Editor's Note: The KPIs in the table above are FFS.
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