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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.
1
Scope

With the expectation that 5G consumer UEs, existing or some new form devices (e.g. VR/AR devices, robot, etc.) being used for different use cases in a number of different environments, e.g. entertainment in home party or bar, or education in office, becomes interested for supporting data sharing and data exchanging between users, thus, it is necessary to investigate new use cases and requirements, like lower latency, higher throughput, higher reliability, higher resource/power efficiency etc, for such interactive services.

The objective of this TR is to study the use cases and to derive potential service requirements to provide users with interactive services, including:

· New use cases and new requirements for Interactive Services 

· Gap Analyses between requirements and existing eMBB service requirements / existing ProSe requirements

· After the use cases have been identified, service requirements and KPIs will be studied including QoS, operator control, charging, etc.
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3
Definitions and abbreviations
3.1
Definitions
For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
NCIS Service: One kind of service which needs at least more than two UEs to join and share data, e.g. interactive gaming or data sharing.
NCIS Session: all UEs in one session can have same information of the background, status and update.
NCIS Group: Those UEs in the same NCIS session are grouped together as one NCIS group.

Guaranteed Data Rate: The minimum data rate which is different from peak data rate or average data rate.
Editor's note: This definition can be further refined based on contributions in future meetings.
3.2
Abbreviations

4
Overview

In [14], the feasibility study of Proximity Service has been done, and requirements have been specified in [15]. 
However, with the development of some new form devices (e.g. VR/AR devices, robot, etc.) or some new technologies (e.g. AR and VR), new service for people to exchange information and play game will become more and more popular (i.e. NCIS: Network Controlled Interactive Service). In this case, additional service requirements could be defined on top of [14] and [15]. 

A lot of interactive services happen in local area e.g. entertainment in home party or bar, or education in office, and the requirements for throughput, latency, reliability and resource/power utilization could be enhanced with specific direct link or indirect link between users.

In this section, we provided the possible data link and control link with taking into account the content in [14] as a baseline.
For NCIS service, the data link in [14] could be taken as the baseline as follows:


[image: image3.emf]a. Default link b. Direct link


Figure 1. Existing Data Link

However, for NCIS service to achieve improved throughput and rigid latency, the data link could be the combination of the above two as indicated in Figure 2.
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Figure 2. Combination of Default Link and Direct Link

For NCIS service, the control link mentioned in [14] could also be taken as the baseline. In this case, the key control signalling will be from the network, while some assistance signalling on direct link could be exchanged between users.
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Figure 3. Control Plane of Default Link and Direct Link
5
Use cases 

5.1
Interactive Service Supporting

5.1.1
Description
Interactive service is a kind of service that the data is exchanged between users who are interested in the same NCIS session, like interactive gaming, data sharing between variable kinds of terminals, e.g. mobile phone, robots, etc. The NCIS session here means all UEs in the session can share the same background, update the same information of the service, and finish the session at the same time. Those UEs in the same NCIS session are grouped together as one NCIS group. The interactive service here is real-time and requires high throughput and low latency. The users joining the NCIS session can be in local area or far away from each other, and can be from either same PLMN or different PLMN. This use case describes the scenario where a group of UEs supporting NCIS service can discover each other, start the NCIS session and exchange the data.
5.1.1.1
Pre-condition

An MNO offers communication between UEs by controlling the transmission resource of the UEs and UE A/B/C/D/E supporting NCIS service would like to start a NCIS session together. Here UE A/B/C are in-proximity with each other, while UE D/E are in-proximity with each other; UE A/B/C/D/E can be in proximity with each or in non-proximity with each other, and the scenario is indicated in following figures. UE A/B/C/D/E can belong to the same PLMN or belong to different PLMN.
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Figure 5.1.1.1-1: UEs are in proximity with each other
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Figure 5.1.1.1-2: Some UE(s) are in non-proximity with each other
5.1.1.2
Service Flows

UE A/B/C/D/E experiences a situation which triggers UE A/B/C/D/E to initiate NCIS service.
UE A/B/C/D/E discover each other, no matter if they are in-proximity or in non-proximity. 

UE A/B/C/D/E discover each other, no matter whether they belong to the same PLMN or not. 

UE A/B/C/D/E could be invited by other UE(s) or join the group no matter whether all UEs belong to the same PLMN or not.

UE A/B/C/D/E download(s) the required information for the interactive service from network respectively.

UE A/B/C in proximity and UE D/E in proximity can exchange the real-time data information with each other with satisfied data rate in an efficient way, no matter whether all UEs belong to the same PLMN or not.

UE A/B/C in proximity or UE D/E in proximity can also exchange the real-time data information between the UEs within local area with satisfied data rate, no matter whether all UEs belong to the same PLMN or not.

UE A/B/C/D/E who are in proximity and belong to the same group can be charged accordingly.
5.1.1.3
Post-condition

Under network control, NCIS users in the same group are able to exchange real-time data with each other, update their status and be charged accordingly, no matter whether all users belong to the same PLMN or not.
5.1.1.4
Gap analysis

In the above section 5.1.1, the basic concept of NCIS service and corresponding NCIS session and NCIS group is described.

In [4], all connections should be fully network control for eMBB services, while for ProSe or V2X service, some pre-configuration could be provided for UEs especially when UEs are out of the coverage of network. 
And for NCIS service, the requirement of fully network control e.g. for authentication or resource allocation is needed, therefore, when UE is out of the network coverage, no resource should be available on either direct path or indirect path, however, when UE coming back to the network coverage, it would be possible to re-join the NCIS group and resume the NCIS session as soon as possible. Besides, the control for NCIS service could be from same RAT or different RAT. 

In [14], supporting the direct path by unicast, multicast or broadcast is studied, and a ProSe Group Communications is mentioned generally in [15]. For NCIS service, the broadcast may not be so efficient from UE power consumption or resource utilization perspective, since not all UEs in proximity to each other are interested and need to receive the information from other UEs, therefore, the unicast and multicast need to be supported based on the control from the same RAT or different RAT.

As defined in the previous section for NCIS session and NCIS group, one group of UE will share the same information e.g. background, update, etc. together for the dedicated NCIS session, therefore, the information needs to be communicated between them. The UE could discover the NCIS group, join the NCIS group or be invited to the NCIS group based on their interest, during this procedure, some service related information, e.g. user numbers in the group, QoS requirements, etc, should be known by the network. And during this procedure, the normal service should not be impacted. In [14], the discovery procedure is defined only between ProSe UEs without considering whether they are interested in the same service content or not, and in [16], the addition of UE in the private group and removal of UE from the private group is defined, however, for NCIS service, firstly, the addition and removal is based on UE’s interest on the service, for example, for the first time, UE is would like to join NCIS session 1 while for the second time, UE is would like to join NCIS session 2; secondly, UE could determine to initiate the discovery, join or invitation on its own based on network configurations.
In [15], the discovery and communication requirements between ProSe UEs from same PLMN or different PLMN are defined, however, the authentication and resource allocation especially under network control for different PLMN case is not discussed.
5.1.2
Potential requirements
[PR.5.1.2-001] The 3GPP network shall be able to have full control about the connection of NCIS session based on the control from either EPC or 5GC; 

[PR.5.1.2-002] The 3GPP system shall be able to support NCIS services via direct connection/indirect connection by unicast;
[PR.5.1.2-003] The 3GPP system shall be able to support NCIS services via direct connection/indirect connection by multicast;
[PR.5.1.2-004] The UE in 3GPP system shall be able to discover, join and to be invited to any NCIS group based on user interest in the NCIS session or NCIS service; 
[PR.5.1.2-005] The 3GPP system shall be able to support UEs belonging to same PLMN or different PLMNs joining in the same NCIS group after authentication and communicate with each other with allocated resources. 
5.2
VR Based Interactive Service  

5.2.1
Description

In NR, VR service could be one of the killer applications, and the gaming based on VR would be the most attractive interactive service. The goal of this use case is to provide VR based interactive service between UEs in proximity. 

In section 5.11 in [2], the virtual presence has already been described as an interactive service for high data rate zones (e.g. Office Environment). There are two use cases described as follows:

Use Case 1: One people could communicate with other people from other places with some special devices, e.g. Virtual Presence glasses;

Use Case 2: One people could communicate with his classmates and teachers via virtual presence glasses when he could not attend the classes because of e.g. surgery.

And the service requirements for the typical interactive service, i.e. VR service, are listed as follows based on [4]:

To support VR environments with low motion-to-photon capabilities, the 5G system shall support:

-
motion-to-photon latency in the range of 7-15ms while maintaining the required user data rate of [1Gbps] and

-
motion-to-sound delay of [<20ms].

NOTE: 
The motion-to-photon latency is defined as the latency between the physical movement of a user's head and the updated picture in the VR headset. The motion-to-sound latency is the latency between the physical movement of a user's head and updated sound waves from a head mounted speaker reaching their ears.
However, in the research report [5], it was mentioned high-mobility automotive content streaming would require strong network uniformity with increased capacity to handle growing bitrate requirements, and this also applies for interactive service. More advanced video formats, like interactive 6 degrees of freedom (6DoF) video, could also be used for interactive service and will be most demanding in terms of bandwidth, with up to 10X the bitrate required for 4K video.

And the usefulness of VR is heavily dependent on three network components: high throughput, low latency and a uniform experience. Within all these requirements, the maximum data rate of VR service would reach at least 1 Gbps; and if the latency based on Motion-to-Photon (MTP) is less than 15ms (including processing delay in device), the latency would be imperceptible to all users. 

And further more in [6], the user throughput of VR service was mentioned as 7Gbps with a latency of 10ms, and with advanced compression techniques the network throughput requirement can be approximately 5.2 Gbps [7][8].

Besides, in [9], it was also mentioned that currently stringent latency requirements are of utmost importance for providing a pleasant immersive experience especially for VR based interactive service. The human eye needs to perceive accurate and smooth movements with low motion-to-photon (MTP) latency, which is the lapse between a movement (e.g., head rotation) and a frame’s pixels corresponding to the new field of views shown to the eyes. And the E2E latency is about 15ms including the device processing delay. And it was also mentioned that a maximum packet error rate (PER) of 10-5 correlates with the VR tracking message signalling that has to be delivered with ultra-high reliability to ensure smooth VR service.
As mentioned above, different companies have different views on how large data rate should be supported.

And based on the study, improved VR performance could be obtained with the following conditions:
-
Terminal: 120 degree with 16K screen resolution

-
Content: Full view resolution as 23040*11520 with 3D DoF and 120fps

And for the interactive service like interactive gaming, at least 2 UEs will join the interactive game. For the maximum number, different interactive game may have different numbers, e.g. 10 or even 100. Here, to be realistic, we think 10 could be appropriate number to start.

Besides, from network perspective, the VR based interactive service can be satisfied by both direct link and operator network, and network can determine whether direct link or operator network should be used based on the interactive service requirements. For example, when UE is in the coverage and the service requirements e.g. data rate can be satisfied, the network can use the operator network; while UE is in the coverage but service requirements e.g. data rate cannot be satisfied, the network can use direct link. 

5.2.1.1
Pre-conditions

The UE supporting interactive service i.e. VR service exchange the typical interactive service data, and the quality of service needs to be guaranteed.

5.2.1.2
Service Flows

UE A/B/C/D would like to start an interactive service, e.g. VR gaming;

UE A/B/C/D in proximity could be close to the base station or far away from the gNBs;

UE A/B/C/D download(s) the required information for the interactive service from network;

UE A/B/C/D in proximity can exchange the real-time interactive data with each other with satisfied experienced data rate via direct link or via gNB based on network decision;

UE A/B/C/D could update the status with the network;

UE A/B/C/D can stop the interactive service and inform the network.

5.2.1.3
Post-conditions

The interactive service data could be exchanged between UEs and the service requirements could be guaranteed with network control.

5.2.1.4
Gap Analyses

Firstly, in [4], the maximum experienced data rate for VR is 1Gbps, which may be lower than high definition VR service.

Secondly, there is no definition about the number of users joining the VR based interactive service.

Thirdly, in [4], the 1Gbps can only be satisfied via operator network, while the interactive VR service can also happen when UE is in the coverage but the requirements cannot be satisfied, in this case, the network needs to determine whether to use direct link to satisfy the requirements.

5.2.2
Potential Requirements

[P.R.5.2.2-001] The 5G system shall support VR based interactive service with [8K] resolution and 120fps content.
[P.R.5.2.2-002] The 5G system shall be able to support interactive service between at least 2 UEs and among at most [10] UEs.
[P.R.5.2.2-003] The 5G system shall be able to determine exchanging interactive service data via direct link or via the operator network in order to guarantee the user experienced data rate and latency. 

Editor's note: Potential requirements can be refined based on contributions in future meetings.

5.3
Cloud Rendering for Games

5.3.1
Description

The use device for mobile gaming can be a normal smart phone or AR/VR devices. When playing the game, the sensors within the devices produces some data which is needed to perform rendering computing.  For cloud rending use case, the user device doesn’t perform rendering computing, instead, it sends the sensor data in uplink direction to the cloud side in a real time manner.  When the cloud side receives the sensor data, it performs rendering computing and produces the multimedia data and then sends back to the user devices for display.
The following Figure 5.3.1-1 shows the general idea of this use case. Please note that this figure is only used to illustrate how cloud rendering for mobile games works and the major impacts to 3GPP is whether and how 5GS can be used to transport the uplink sensor information and downlink rendered multimedia data to display.
[image: image8.png]CloudRenderServer .
T, AR/VR Client
- -

C - uplink
Protocol |
Il ‘\
[
P
! 1
v 1
|

downlink




Figure 5.3.1-1: Cloud rendering for games
In order to reduce the latency, edge computing can be enabled for the cloud side.  To achieve this purpose, NEF may be enhanced to support network capability exposure to the cloud render server as an AF.  
VR services are considered as an important application in 5G network.  Based on the feasibility study [2] and normative work [4], the service requirements are specified as follows in [4]:

To support VR environments with low motion-to-photon capabilities, the 5G system shall support:

-

motion-to-photon latency in the range of 7-15ms while maintaining the required user data rate of [1Gbps] and

-

motion-to-sound delay of [<20ms].

NOTE: 
The motion-to-photon latency is defined as the latency between the physical movement of a user's head and the updated picture in the VR headset. The motion-to-sound latency is the latency between the physical movement of a user's head and updated sound waves from a head mounted speaker reaching their ears.
Regarding to the performance indicators like required data rate and latency, different research institutes and companies have different observations since the assumed parameters are different. In [9], the motivations and technical trends for low latency and ultra-reliable VR services which is quite aligned with this use case. In [5], it demonstrates that for some VR use cases like remote machinery control, the latency needs to be lower than 5ms and depending on the frame rate and DoF (degree of freedom) the required bandwidth can be up to 1Gbps.  In [10], one given example shows that the resolution of Oculus Rift CV1 is 1080 × 1200 (1,296,000) per eye driven at 90Hz resulting in an uncompressed data rate of about 5.3 Gbps. In [11], it can be observed that the required data rate is dependent in the resolution, frame rate, DoF (Degree of Freedom) and other factors like the codec and compressing algorithms.
Compared with existing gaming services, cloud gaming is extremely delay and bandwidth sensitive because there is no buffer for the video frame and any non-real time delivery or packet loss will cause discontinuous frame or bad gaming experience.  For example, current mainstream FPS (First Person Shooter) game requires 60 frames per second, which means frame interval is 16.67ms.  Taking out the delay for rendering and encoding/decoding processing, the round trip time (RTT) delay over 5GS should be less than 5ms. Another example is that for MOBA(Multiplayer Online Battle Arena)game which requires 20ms RTT which is more relaxed than FPS game. For all these games which need rendering in cloud side, guaranteed data rate very critical as there is no buffering or retransmission mechanism for real time rendering which is quite different from streaming games. The means peak or average bandwidth is not sufficient for cloud gaming but guaranteed data rate is needed. In [12], one analysis shows that for streaming services 0.1% packet loss will downgrade MOS by 10%. Considering the short latency and lack of need for buffering, the impact of packet loss is more serious than streaming services.  Thus, packet loss rate should be ultra low which means reliability similar to URLLC with is in general align with the analysis in [9].  In [13], the forecast from GSMA and China Academy of Information and Communications Technology (CAICT) show that above 60 FPS and 8K video would be popular for AR/VR. There is another way to specify the requirement without requiring data rate which is from FPS and resolution perspective. For cloud game with VR rendering, to fulfil the foresee user expectations for cloud gaming, the frame rate higher than 60 FPS and 8K resolution should be supported. Given the frame rate and/or resolution, since there are many factors which may affect the required bandwidth, depending on the data rate which can be provided by the 5G system, the 3rd party i.e. cloud server for VR rendering can configure the other parameters like codec algorithms to fit the bandwidth.
5.3.1.1
Pre-conditions

The following are pre-conditions for this use case:

-
The end user device has a subscription for 5GS if it is a cellular capable device.

-
If the end user device is not a cellular capable device, it can connect to cloud server via 5GS with a CPE.

-
AR/VR cloud server is implemented as edge computing entity.

-
5GS support network capability exposure to the cloud rendering server as an AF (Application Function).
5.3.1.2
Service Flows

The following describes the sequence of events:

1)
The game player turns on the use device and starts to play the game.  The app of the mobile game has hand-shake with the server side so that end-to-end transportation path of the game related data are established.

2)
The sensor data are produced within the use device and these data are sent to the cloud render server via 5GS in uplink direction.

3)
The cloud rendering server perform rendering and produce multimedia data.

4)
Multimedia data are sent to the use device in downlink direction.

5)
The end use device performs multimedia decoding and then display audio and video.
6)
Start with step 2 until the games exit.
5.3.1.3
Post-conditions

When game is over, the use device releases the transport connection with the cloud side. 
5.3.1.4
Potential Impacts or Interactions with Existing Services/Features

Transportation of uplink sensor data and downlink multimedia data has stringent requirements on packet delay and bandwidth. When AR/VR devices are more and more powerful, they may produce more and more bandwidth demanding and delay critical traffic.
5.3.1.5
Gap analysis

For cloud gaming, guaranteed data rate is needed and meanwhile the frame rate can be higher than 60 FPS and 8K resolution should be supported.  Due to the complex and various factors which may affect the data rate, the requirement can also be defined from FPS and resolution perspective and this means the other parameters like DoF and degree and codec mechanisms can be selected to fit the guaranteed data rate.

In addition to the above aspect, round-trip-time (RTT) over 5G system i.e. in two directions between the cloud server and the gaming device which is related to the frame rate, should be less than a certain value so that since the device and cloud side can perform rendering and codec processing within the frame interval. When frame rate increases, the time needed for rendering and codec processing would be less.  
In addition to the above two KPIs, for this use case, the packet loss rate, as explained above, in order to minimize the impact of user experiences for AR/VR games, the uplink sensor data e.g. VR/AR tracking messages that has to be delivered with ultra-high reliability to ensure smooth VR service [9], therefore, similar performance as URLLC is expected i.e. packet loss rate should be lower than 10E-4 for uplink sensor data.  

These three KPIs should all be met together for cloud gaming with VR rendering.
5.3.2 
Potential Requirements

[P.R.5.3.2-001] The 5G system shall support frame rate not lower than 60 FPS and resolution not lower than 8K for cloud gaming.
[P.R.5.3.2-002] The 5G system shall support less than 5 ms two-way end-to-end latency (UL+DL)  for cloud gaming.

NOTE:
End-to-end latency as discussed in [4] only contains latency from the UE to the Interface to Data Network.
 [P.R.5.3.2-003] The 5G system shall support packet loss rate less than 10E-4 in order to achieve immersive user experiences for cloud gaming for uplink.
Editor’s note: Downlink packet loss rate is to be discussed future.
NOTE: 
The above three KPIs need to be met simultaneously for cloud gaming with VR rendering.
5.4
Absolute high but relative low speed  

5.4.1
Description

In [2], the higher UE speed scenarios have been described. In the description, road vehicle, high speed train and aircrafts (e.g. UAV) are specially mentioned as the key use cases, and it was mentioned they will demand enhanced connectivity for in-vehicle/on-board entertainment, accessing the internet, enhanced navigation through instant and real-time information, autonomous driving, safety and vehicle diagnostics, while entertainment is a key driver for the increasing need for mobile broadband capacity. 

The requirements for VR service and interactive conversation have been defined also in [4] as follows:

To support VR environments with low motion-to-photon capabilities, the 5G system shall support:

-
motion-to-photon latency in the range of 7-15ms while maintaining the required user data rate of [1Gbps] and

-
motion-to-sound delay of [<20ms].
Therefore, it would be beneficial to support interactive service between UEs on-board of the vehicle, high speed train or the aircraft via direct link when they are in proximity considering the absolute speed is up to 500km/h.
5.4.1.1
Pre-conditions

The users exchanging the interactive service data, like VR gaming, are all on-board of the vehicle, high speed train, or the aircraft.

The network can be deployed inside the road vehicle, high speed train, or UAVs.
5.4.1.2
Service Flows

UE A/B/C/D are in a high speed transportation, e.g. vehicles, high speed train or aircraft;

UE A/B/C/D would like to start an interactive service, e.g. interactive gaming;

UE A/B/C/D discover each other and join the service together;

UE A/B/C/D download the required background information for the interactive service from the network;

UE A/B/C/D exchange real-time interactive data with each other with satisfied QoS requirements for the services via direct link;

UE A/B/C/D could update the status with the network;

UE A/B/C/D can stop the interactive service, and inform the network.

5.4.1.3
Post-conditions

The interactive service data could be exchanged between UEs when UEs are on-board of the vehicle, high speed train, or the aircraft and the service requirements needs to be guaranteed with network control.

5.4.1.4
Gap Analysis
As mentioned in description part, the use case for this section is to support interactive service between UEs on-board of the vehicle, high speed train or even the aircraft via direct link or indirect link when they are in proximity considering the absolute speed is up to 500km/h.
In [4], the experienced data rate for high-speed train and high-speed vehicle have been defined respectively as 50Mbps DL and 25Mbps UL. Therefore, there is no data rate requirement defined for interactive service e.g. VR based gaming for high speed scenario. Considering [1Gbps] defined in [4] for VR service, it is quite challenging to support high quality interactive service (e.g. VR based gaming) in high speed scenario. It would be possible to support this interactive service via direct link or via indirect link with the new requirements defined. 
5.4.2
Potential Requirements

[P.R.5.4.2-001] The 5G system shall be able to support UE experience for typical interactive service like VR and interactive conversation via direct link when all participating UEs are in the same fast moving vehicle or high speed train (up to 500km/h). 

[P.R.5.4.2-002] The 5G system shall be able to control the radio resources associated with the direct link between UEs.

Editor’s note: Potential requirements may be refined, e.g. more specifically providing the intent, in future meetings.
5.5
IoE based social networking services
5.5.1
Introduction

The IoE (Internet of Everything) based social networking shall provide consumers with an enhanced user experience. Remote users can seamlessly interact with local users in a real-time community virtual scene setup, i.e., a seamless combination of physical and virtual world. People can meet friends and families with VR and AR visualizations.
5.5.1.1
Description

IoE social networking services will provide enhanced user experience in smart community and tourism for residents, guests, and tourists. Each community can be deemed as an independent living circle, where residents can share real-time life information and interact with each other. A virtual scene is provided to synchronize real-time IoE information streams from the real-world, e.g., including smart sensors and terminals, vehicles, people, and retailers, which gives all users an immersive real-time mixed reality experience for social networking. Remote users can interact with each other and with local users by VR tools, and local users can interact each other and with remote users by AR tools. 

5.5.1.2
Pre-conditions

Smart terminals (IoE UEs) integrated with diverse sensors and cameras are deployed as a smart community infrastructure, which acquire real-time data in the physical world. The information streams of environmental, vehicular, acoustic and video sensors are shared among neighboring smart terminals and processed in real-time to generate the mixed-reality virtual scene. This real-time virtual scene is provided to both remote and local users as the background of the interactions. The consumer UEs of local users can be AR enabled smart phones or glasses, while the consumer UEs of remote users can be VR enabled smart phone or glasses, or a 3D-gaming computer. The following pre-conditions of services are considered:

-
Remote users interact with each other.

-
Local users interact with each other.

-
Remote users interact with local users.
5.5.1.3
Service Flows
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Figure 5.5.1.3-1

- 
Co-located smart terminals share sensor information and generate the real-time mixed-reality virtual scene.

- 
Real-time virtual scene is provided to local users as an AR scenario by proximity smart terminals.

- 
Real-time virtual scene is provided to remote users as a VR scenario by a designated cloud server.

- 
Social data information including social interests, demands and providing, etc., of both local and remote users are superimposed in the real-time virtual scene for supporting their social interactions.

- 
Local users can appear as VR characters in remote users’ VR scenario

- 
Remote users can appear as AR characters in the local users’ AR scenario.
5.5.1.4
Post-conditions

-
Remote users can interact with each other as if they are all in the real-world community scenario, e.g., for virtual tourists and retailers, remote family gathering or conference.

-
Local users can interact with each other with real-time augmented information about the real-world scenarios and people.

-
Remote users can interact with local users as if they are both in the same real-world community scenario, e.g., for virtual tourists and retailers, remote family gathering or conference.
5.5.1.5
Gap Analysis

Massive smart terminals (IoE UEs) generate a large amount of communication data, which requires low communication latency for real-time aggregation, controlling, and information dissemination. AR enabled consumer UEs require very low latency in obtaining the real-time virtual scene from proximity, for acceptable interactive experience. VR enabled consumer UEs require very high bandwidth and low latency in obtaining the real-time virtual scene. 

The required density (up to 0.2 node per sq. m) with very high data rate (50 to 500Mbps) and low latency (less than 10ms E2E), with continuous indoor and outdoor coverage of up to 1 sq. kilometre etc. push the requirements on 5GS to the high-end limits that have not been previously supported in 22.261. 
Table 5.5.1.5-1: Gap Analysis for IoE based social networking services

	UE Density
	Real-time Edge Computing (Network Controlled Sidelinks)
	UE Date Rate
	E2E Latency
	UE Power Efficiency
	Service Reliability
	UE Mobility
	Extended Network Coverage and Capacity (Multi-hop Links)
	Real-time high precision positioning

	Very High
	Required
	Very High
	Low
	Medium
	High
	Medium
	Required
	Required


5.5.2
Potential Requirements
NOTE 1:  
The KPIs below need to be met simultaneously for IoE based social networking services.

[P.R.5.5.2-001] The 5G system shall support a high density (more than [0.2] node per sq. m) of proximity UEs of with a mix of smart IoE terminals and consumer devices in urban areas, with very high data rate and low latency requirements.

Editor’s note: Terminologies of IoE terminals and consumer devices need to be further clarified.

[P.R.5.5.2-002] The IoE terminals shall support 360 degree high-definition video of minimal [1080p] and [120fps], with a density of more than [0.1] terminals per sq. m.

NOTE 2: 
The required resolution and fps in [P.R.5.5.2-002] can give a minimal peak rate of 50Mbps.

[P.R.5.5.2-003] The consumer devices shall support a minimal peak rate of [500] Mbps for high-quality AR rendering of the virtual scene, with a density of more than [0.1] consumers per sq. m.

NOTE 3: 
The required data rate in [P.R.5.5.2-003] is to support AR rendering of up to 5 dynamic 3D objects. The number of supported objects may vary based on the size and granularity of the object.

[P.R.5.5.2-004] The 5G system shall support UE-to-UE and UE-to-Network information sharing and computing with a proximity coverage range of more than [1 sq. km].

[P.R.5.5.2-005] The 5G system shall support UE-to-UE and UE-to-Network information sharing and computing by broadcast, unicast, and multicast.

[P.R.5.5.2-006] The 5G system shall support a UE-to-Network data rate of more than [1Gbps] in every [100 sq. m] for delivering real-time virtual scene to the cloud and then to remote users.

NOTE 4: 
The required data rate in [P.R.5.5.2-006] is to support VR rendering of 20000 x 9000 resolution and 50fps, which can cover 150 horizontal by 135 vertical FOV.

[P.R.5.5.2-007] The 5G system shall support a E2E latency of less than [10ms] for UE-to-UE and UE-to-Network data packets of [1000] bytes, for interactive experience of local and remote users.

 [P.R.5.5.2-008] The 5G system shall support packet loss rate less than [10E-4] in order to achieve immersive interactive experience.

[P.R.5.5.2-009] The 5G system shall support high precision positioning of local consumer UEs of less than [0.5] meter in positioning error, and less than [100] ms in positioning service latency, in both indoor and outdoor environment.
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