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5.6
Collective perception of environment
5.6.1
Description

5.6.1.1
General
Vehicles can exchange real time information (based on vehicle sensors information or sensor data from a capable UE-type RSU) among each other in the neighbour area. This kind of information exchange leads to Collective Perception of Environment (CPE), which can enhance the perception of environment of vehicles to avoid accidents [15].  
9.840 cars are considered per kilometre in the scenario with high vehicle density related to congested traffic road on US Freeway with 5 lanes in each direction (or 10 lanes total per highway), and up to 3 highways intersecting.

The information exchange has following characteristics:
-
The information traffic should at least consist of 1600 payload byte to enable transmission of information related to 10 detected objects in order to support information from local environment perception and the information related to the actual vehicle status [16].

-
The information shall be able to track changes in the environment by many other cars, with repetition rate of at least 5-10 Hz [16]. The update rate is chosen high enough such that the vehicle velocity vector does not change too much between updates. The information generated by each vehicle has to be delivered to all the neighbouring vehicles within the specified range (urban 50 m, rural 500 m, highway 1000m) [16].
Both traffic types (periodic and event driven) can exist at the same time. 

There will be two Phases in Collective Perception of Environment (CPE), we can have two sets of KPIs for the two Phases, 1st Set of KPIs for Phase I and 2nd Set of KPIs for Phase II:

-
Phase I: CPE addresses the use case where road users not able to periodically transmit messages for ITS services are detected and classified by other road users already equipped with 3GPP technology for ITS. These road users periodically transmit the information like object classification, speed, direction etc. detected with the local sensors. The pre-processed sensor information is used to enhance the environment perception with the overall goal to increase the benefit from 3GPP technology for ITS even in a not fully developed market. Requirements on 3GPP [15]: Packet size 1600 byte, radio latency 100ms, 99% reliability [16].

-
Phase II: CPE lays down the baseline for a set of cooperative automated driving use cases (e.g. automated forward collision avoidance, overtaking and lane changing) [14]. Phase II goes beyond road users’ detection and classification [15], the aim is to achieve an all-around view [14]. Sensor data information is shared to increase the limited sensor horizon to detect objects and obstacles in areas not visible to the local sensors e.g. behind crests, curves or objects behind the corner of houses [14]. These sensor data are used to control the vehicle without the human driver. Sensor data must be sent either in low resolution as pre-processed data or high resolution as raw data dependant on the scenario. Raw data are needed for liability reasons in case of accidents, for distributed verification of local and remote sensor data, furthermore to achieve accurate map merging as well as object localization [14]. Mobile communication performance significantly impacts the accurate environment modelling [15].  Requirements on 3GPP: Pre-processed data 50Mb/s, raw data 1Gb/s [17], [18], packet size 1600 byte, radio latency 3ms [14] [17], reliability (emergency 99.999%) [5], otherwise 99.99% [19].
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Figure 5.6.1.1-1: Collective Perception of Environment
5.6.1.2
Pre-conditions

1.
Vehicle A is not V2X enabled, Truck B and Vehicles C are V2X enabled. 

2.
Vehicle C is following the Truck B on the lane from east to west. Vehicle A is travelling on the lane from west to east, on the opposite direction of Truck B and Vehicle C.
3.
Vehicle A, B & C are travelling in close proximity and in V2V communication range.

4.
Vehicle C wants to overtake the Truck B.
5.6.1.3
Service flows

1.
At the beginning of the overtake manoeuvre, the Vehicle C is not able to perceive the Vehicle A.

2.
Truck B detects the Vehicle A with its head sensor system and sends this environmental information via V2X Communication to Vehicle C.

3.
The overtaking Vehicle C analyses the received information and gives the driver a warning of the danger.

4.
The driver interrupts his overtaking manoeuvre because of the warning.
5.6.1.4
Post-conditions

1.
The potential accident has been avoided.

2.
Vehicle C tries overtaking again later when the vehicle A is travelling through and the next information shared by the Truck B shows that the traffic is safe. 
5.6.2
Potential requirements
The 3GPP system shall support 1st set of KPIs in Phase I:

[PR.5.6-001]
The 3GPP system shall be able to support [100] ms end-to-end latency for message transfer among a group of UEs supporting V2X application.

[PR.5.6-002]
The 3GPP system shall be able to support over [99] % target packet delivery reliability rate in [1000] m. 

[PR.5.6-003]
The 3GPP system shall be able to support periodic transmission of data packets (e.g. [1600] bytes).

The 3GPP system shall support 2nd set of KPIs in Phase II:

[PR.5.6-004]
The 3GPP system shall be able to support [3] ms end-to-end latency and [99.999] % reliability for message transfer among a group of UEs supporting V2X application within [200] m communication range.

[PR.5.6-005]
The 3GPP system shall be able to support [10] ms end-to-end latency and [99.99] % reliability for message transfer among a group of UEs supporting V2X application within [500] m communication range.
[PR.5.6-006]
The 3GPP system shall be able to support [50] ms end-to-end latency and [99] % reliability for message transfer among a group of UEs supporting V2X application within [1000] m communication range.

[PR.5.6-007]
The 3GPP system shall be able to support peak data rate of [1] Gbps for a single UE for a short period of time in range of [50] m, in case of imminent collision.
NOTE:
Only one of the requirements [PR.5.6-004], [PR.5.6-005], [PR.5.6-006], and/or [PR.5.6-007] need to be fulfilled at the same time.
5.16
Video data sharing for assisted and improved automated driving (VaD)
5.16.1
Description

5.16.1.1
General
The visual range of the driver is in some road traffic situations obstructed, for instance by trucks driving in front [26]. Video data sent from one vehicle to the other can support drivers in these safety-critical situations. Video data may also be collected and sent through a capable UE-type RSU. 
But sharing pre-processed data, where objects are for instance extracted by an automatic object detection, is not sufficient, because the drivers’ decision on a manoeuvre is subject to their driving capability and safety preferences (distance between cars, velocity of vehicles in oncoming direction) [2]. 

Sharing high resolution video data better supports drivers to make the manoeuvre decision according to their safety preferences. However, sharing low resolution video data is not sufficient, as obstacles are not visible and might get overlooked. Additionally, video data compression needs to be avoided as it leads to higher delays [2]. 

The following two sets of Key Performance Indicators (KPIs) relate to different technology levels of driving automation. 

KPIs for set 1 enables service to be considered by a human visual system (driver is still in the control loop, but it does not exclude being a machine):
-
Latency less than 50 ms to enable near real-time video data sharing and monitoring on the application layer.

-
Data rate 10 Mbps [2] to transmit at least progressive high definition video data with resolution 720p and 30 frames per second [2].

-
Reliability 90 % to avoid massive artifacts in the video stream.

KPIs for set 2 relates to machine-centric video data analysis (e.g. for ultra-accurate position estimation etc.):

-
Latency less than 10 ms to avoid additional buffer delays which will cause time- and space mismatch between shared video data.

-
Data rate 100 – 700 Mbps for computer vision based on raw video data transmission [27] (e.g. six cameras with resolution 1280 x 720, 24 Bit per pixel, 30 fps) to rely on vendors’ specific classifiers [28].

-
Reliability 99.99% [20] to avoid errors when applying algorithms for computer vision.

5.16.1.2
Pre-conditions
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Figure 5.16.1.2-1: Video data sharing for assisted and improved automated Driving (VaD)
-
Vehicle A, B supports 3GPP V2X communication service. 

-
Vehicle A, B supports VaD application. 

-
Vehicle A and B are in communication range.

5.16.1.3
Service flows

-
Vehicle A announces VaD capability on the application layer through periodic application message exchange via 3GPP V2X communication service.

-
Vehicle B requests VaD application information from Vehicle A from message transfer via 3GPP V2X communication service.

-
Vehicle A transmits VaD application data periodically.

-
Vehicle B transmits VaD application message releasing from Vehicle A after having overtaken vehicle B or vehicle A stops to transmit data after a while.

5.16.1.4
Post-conditions

-
Drivers are supported in rough terrains and aware of hazardous driving situations ahead.  

5.16.2
Potential requirements

KPIs for set 1:

[PR.5.16-001]
The 3GPP network shall enable communication between UEs with [10] Mbps data rate, less than [50] ms latency and [90] % reliability within a communication range of [100] m.

KPIs for set 2:

[PR.5.16-002]
The 3GPP network shall enable communication with up to [700] Mbps data rate, less than [10] ms latency and [99.99] % reliability within communication range of [500] m.
