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1. Introduction

MMSE-IRC receiver has been discussed in several Rel. 11 SI/WIs, such as DL MIMO and CoMP [2]. Compared with transmitter side performance improvement methods such as more accurate beamforming, advanced receiver based solution has less standardization impact thus higher chance to output real benefits in the end. It is also worth to note that the receiver assumption can have big impact on evaluating the transmitter side beamforming solutions. Sometimes it becomes a critical factor for the conclusion. Thus having a realistic and well understood modelling of advanced receiver for system level simulations in both RAN4 and RAN1 is necessary to improve the standardization productivity.
It is well understood that MMSE-IRC receiver takes advantage of having more receiving antennas than signal layer to mitigate the interference. In order to fulfil this mission, the receiver needs to be aware of the interference covariance matrix. Since the ideal per subcarrier interference covariance matrix is often prohibitive if not impossible to obtain, using several suboptimal solutions to approximate signal plus interference covariance matrix becomes a feasible suboptimal solution.
[1] has given one method to model the difference between ideal covariance matrix and the averaging covariance matrix. Namely, 
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, where  and 
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 models the difference as noise on the ideal covariance matrix. 
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 is solely controlled by how many averaging, 
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 will approach identity matrix when 
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is approaching infinity. This in turn makes the average covariance matrix approaches the ideal covariance matrix.
In this contribution we report the simulation results according to the assumptions [1].
2. Performance upper bound of MMSE-IRC receiver
In this section we give the performance upper bound of MMSE-IRC receiver compared with MMSE option 1 receiver [2] in which UE is constructing the MMSE receiver only based on its own signal layer knowledge from DCI. Transmission mode 9 is used in the simulations. In the ideal MMSE-IRC receiver, the interference covariance matrix of each individual sub carrier is known to the receiver. The channel model used is SCM-E high angular spread channel, which is more widely used in system level evaluations.
Table 1, Performance upper bound of MMSE-IRC receiver, Full buffer traffic, 500m ISD
	Configurations
	MMSE option 1: SE_bps/Hz (%5 SE_bps/Hz)
	Ideal MMSE IRC: SE_bps/Hz (%5 SE_bps/Hz)

	||||->||,    SU-MIMO,  HO=3dB
	1.86 (0.051)
	2.0  (0.074)  or 107.5%  (145.1%)

	||||->||,    MU-MIMO, HO=3dB
	2.16 (0.06)
	2.75 (0.072) or 127%    (112%)

	XX->+, SU-MIMO,  HO=3dB
	1.87 (0.046)
	1.95 (0.059) or 104.3% (128.2%)

	X  X->+, SU-MIMO,  HO=3dB
	1.74 (0.045)
	1.88 (0.051) or 108%    (113%)


We have several observations from the simulation results:
Observation 1: The highest cell edge throughput gain for MMSE-IRC receiver is in closely spaced antenna SU-MIMO because cell edge user is usually working in rank 1 and the dominant interferer also has high percentage to be rank 1. Thus one dominant interferer can be cancelled using 2 Rx antennas.
Observation 2: The highest cell throughput gain for MMSE-IRC receiver is in closely spaced antenna MU-MIMO because large CSI quantization error in the 4Tx codebook could result in large intra-cell interference. Thus one dominant intra-cell interferer layer can be cancelled using 2 Rx antennas.
Observation 3: For cross polarized antennas, the cell edge gain of MMSE-IRC receiver is relatively smaller than closely spaced ULA because the rank 2 percentage is increased.
3. Performance of MMSE-IRC receiver with un-ideal covariance matrix
If the received signal of one subcarrier is modelled as equation (1):
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 is the co-scheduled signal from the same cell, [image: image15.png]KL
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 is the inter-cell interference and [image: image17.png]n € N(0,6°I)



 is the additive noise. Be noted that the receiving power ratio between serving cell and interfering cell can be modelled as one scalar on equation (1) and it is omitted here for simplicity. 
Equation (1) is mathematically equivalent to equation (2):
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 and the inter-cell interference plus noise covariance matrix can be re-written as:
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This noise vector is generated as [image: image29.png]
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Several options still exist when implementing MMSE-IRC receiver. Those different options may result in different suboptimal MMSE-IRC performance.
MMSE IRC Option 1: Use all data subcarriers and UERS in one PRB to construct the received signal covariance matrix.
In this case we can model the ideal signal plus interference covariance matrix as [image: image35.png]R=c2I+YE HP(HP) + Y5  H P (H.P)"
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 equals to number of data subcarriers plus UERS in one PRB or multiple PRB in one PRB bundle. For example [image: image39.png]


 equals to 132 or 264.
As described in section 1, the increase of number of averaging sub carriers can make 
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 infinitely approach the ideal 
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. However, this hasn’t taken into account the channel selectivity interference when performing the Rx covariance averaging. Instead of modelling the channel selectivity interference directly, one simpler modelling could be just to model it in the number of subcarriers 
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. For example for TM9, averaging over one PRB pair would have roughly 
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 equals to 132. However, averaging the Rx covariance matrix over a wider bandwidth can’t result in proportionally increased
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.  The channel selectivity interference is than modelled as the reduction of 
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. This can simplify the modelling by determining a reasonable 
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 for one specific channel.
MMSE IRC Option 2: Use only UERS in one PRB to construct the received signal covariance matrix.
In this case we can model the ideal interference covariance matrix as [image: image48.png]R=c%I+Y HP(HP)+YE  H P (H.P)"



 and set [image: image50.png]


 equals to 12 to calculate the non-ideal interference covariance matrix and use the sum of non-ideal interference covariance matrix and the ideal signal covariance matrix as the signal plus interference covariance matrix as  [image: image52.png]HyPy(HoPy)® + R



. 
MMSE IRC Option 3: Use only CRS in one PRB to construct the received signal covariance matrix.
In this case we can model the ideal interference covariance matrix as [image: image54.png]R=c2I+Y5%} .  H P (H.P)"



 and set [image: image56.png]


 equals to 12 to calculate the non-ideal interference covariance matrix and use the sum of non-ideal interference covariance matrix and the ideal signal covariance matrix as the signal plus interference covariance matrix as  [image: image58.png]HyPy(HoPy)® + R



. 
The spectrum efficiency of all listed MMSE IRC suboptimal options are listed to compare against MMSE option 1 and ideal MMSE IRC receiver and shown in figure 1 and figure 2.
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Figure 1, MU-MIMO SE for ||||->||
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Figure 2, SU-MIMO SE for XX->+
We have below observations from the system level results:
Observation 4: For MU-MIMO MMSE-IRC option 1 and MMSE-IRC option 2 receivers have significant throughput gain compared with MMSE option 1 receiver in closely spaced ULA antennas. However, MMSE-IRC option 3 receiver has similar performance as MMSE option 1 receiver since it can’t cancel intra-cell interference. For MMSE-IRC option 1 receiver, using 2RB Rx average Rx covariance matrix as signal plus interference covariance matrix can obtain most of the gain of ideal MMSE-IRC receiver.
Observation 5: For SU-MIMO all three MMSE-IRC receiver options have significant cell edge throughput gain compared with MMSE option 1 receiver for closely spaced XPol antennas. However, the cell average throughput gain is not as significant. For MMSE-IRC option 1 receiver, using one RB averaging can obtain most of the cell edge gain. 
4. Conclusion
In this contribution we report system level evaluation results according to the agreed simulation methodology in [1] using TM9, 500m ISD and SCM-E high angular spread channel model. Our results show that compared with MMSE option 1, which constructs MMSE receiver only from UE’s own signal layer and assumes other intra-cell and inter-cell interference as white noise, MMSE-IRC receiver can better leverage the 2 Rx antennas to mitigate one dominant interference layer in maximum. For the three considered MMSE-IRC receiver options, UERS based MMSE-IRC receiver seems to have attractive overall performance and complexity.
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