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1 Introduction

On RAN4#33 a change request [11] about tightening the requirements for identification of a new inter frequency cell has been discussed. Operators have expressed many times the need to tighten this requirement (see e.g. [14]). Furthermore benefits for MBMS have been recognized.
The achievable performance does not only depend on the UE implementation but also on propagation conditions and mobile speed. The mentioned CR [11] was objected as the terms “reasonable” and “realistic” propagation conditions used in the “reason for change” section were felt to be too unspecific.

Different values of Tbasic_identify_FDD,inter = 200ms and Tbasic_identify_FDD,inter = 300ms sequentially have been proposed for the new requirements compared to the existing requirement of Tbasic_identify_FDD,inter = 800ms. In offline discussion, more analysis results on additional propagation conditions, namely the ITU models used in TS25.101, have been requested.
The present document shows additional cell identification performance results for the ITU propagation models and tries to summarize the dependency of the performance on the main parameters in relation to the different proposals for Tbasic_identify_FDD,inter. The main performance related parameters are: UE implementation, compressed mode pattern gap density, and UE speed.

2 Analysis

2.1 Simulation Assumptions

In general we assume the UE implementation allows the accumulation of slot and frame synchronization over several compressed mode gaps. At low signal levels near the cell boundary multiple attempts (probes) are required to achieve an overall detection probability of 90%. Two implementation variants are considered: Pipelining of slot and frame synchronization (parallel accumulation of frame sync of probe n and slot sync of probe n+1) and storing the received chips such that slot and frame synchronization can work on the same data. This solves the path drift problem at high speed.
The simulations take the time for scrambling code identification and CPICH level measurement into account. Time margin for higher layer processing and level margin for physical layer implementation are included. Three slots switching time to the new frequency are also taken into account (This corresponds to 4 slots effective measurement time within a 7 slots compressed mode gap). Path drift is modeled as described in [10].
Detailed simulation parameters are listed in Table 1.

	Parameter
	Unit
	Algorithm
“pipelining”
	Algorithm
“store”

	Compressed mode pattern
	
	see plot
	see plot

	Propagation Condition
	
	see plot
	see plot
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	dB
	-17
	-17

	Path drift
	
	worst case
	worst case

	Slot sync accumulation
	slots
	>=12

(multi gap

accu.)
	>=121
(multi gap

accu.)

	Frame sync accumulation
	slots
	>=121
(multi gap

accu.)
	>=121
(multi gap

accu.)

	scheduling
	
	pipelining
	store

	Scrambling code accumulation

and CPICH measurement
	slots
	>=5
	>=5

	CPICH measurement
	slots
	>=5
	>=5

	Physical layer implementation margin
	dB
	1.5
	1.5

	frequency switching time
	slots
	3
	3

	Higher layer signaling margin
	frames
	5
	5

	Over sampling
	
	2
	2

	Monitored set size
	
	ignored
	ignored


Table 1: Simulation Parameter
2.2 Simulation Results

The plots in this section show the actual cell identification time for an overall detection probability of 90% on the x-axis. The y-axis is scaled by the “effective inverse gap density” [image: image2.wmf]Inter
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 (following TS25.133, section 8.1.2.3.1) of the simulated compressed mode parameter sets. Compressed mode parameters are taken from TS25.101 V6, section A.5 and TS25.133, section 8.1.2.3, Table 8.1 first row (denoted as maxTGPL), respectively. The relation between the effective gap density and the corresponding compressed mode parameters is shown in Table 2.
	Compressed mode pattern
	Effective gap density

	A22 set 4
	18.3%

	A22 set 1
	8.9%

	A21 set 1
	6.7%

	A22 set 3
	4.2%

	A22 set 2
	2.2%

	maxTGPL
	1.5%


Table 2: Effective gap density for different compressed mode patterns.
Three time limits are included in every figure based on Tbasic_identify_FDD,inter = 200ms, Tbasic_identify_FDD,inter = 300ms, and the current requirement Tbasic_identify_FDD,inter = 800ms. For convenience, the document contains also already presented results which in addition include the Tbasic_identify_FDD,inter = 300ms time limit.
The results show that considerable improvement can be achieved with an high-performance UE implementation, which would allow even lower value for Tbasic_identify_FDD,inter of lets say 100ms. The implementation is robust and copes with every devisable propagation condition
The “pipelining” solution is less complex and, in combination with Tbasic_identify_FDD,inter = 300ms, almost every propagation condition is allowed. There is only a single exception: The combination of worst case drift with very high speed (250km/h) and a compressed mode pattern with minimum allowed gap density of 1.5%. (see Figure 1, Figure 2, Figure 3, and Figure 4)
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Figure 1: Algorithm “Store”, ITU Propagation Models.
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Figure 2: Algorithm “Store”, 3GPP Propagation Models.
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Figure 3: Algorithm “Pipelining”, ITU Propagation Models
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Figure 4: Algorithm “Pipelining”, 3GPP Propagation Models
3 Conclusions

In this paper, we presented a feasibility analysis for the reduction of the inter frequency cell identification time. The propagation range from pedestrian to a speed of 250km/h for 3GPP and ITU models is covered.

Based on the analysis above and the results in [2], [3], [5], [6], [10], [11], and [13], we propose to RAN 4 to agree on a “general” improvement of interfrequency cell search requirements. If RAN4 thinks that particular solutions with less complexity shall not be excluded from the improved requirement, an explicit restriction of the application range might be conceivable. A note could e.g. be added to the improved requirement, which excludes a gap density of less than 2.2% for at maximum 250km/h environment.
Explanations to the text proposal can be found in [15]
4 References

[1]
25.133 V6 CR 641, (R4-040354): Inter-frequency delay requirements (Ericsson)

[2]
TSG-RAN WG4#31, R4-040220: FDD inter-frequency cell identification lower boundary. (Siemens AG)

[3]
TSG-RAN WG4#31, R4-040273: Inter frequency delay requirements improvement. (Siemens AG)

[4]
TSG-RAN WG4#30, R4-040022: Inter-frequency delay requirements. (Ericsson)

[5]
TSG-RAN WG4#30, R4-040094: Test cases for multi-path fading intra-frequency cell identification. (Siemens)

[6]
TSG-RAN WG4#24, R4-021579: On cell identification in Compressed Mode (Siemens).

[7]
TSG-RAN WG4#25, R4-021664: Simulations assumptions for inter-FDD Cell identification with compressed mode (Mitsubishi).

[8]
3GPP TS25.101: UE Radio Transmission and Reception (FDD)

[9]
3GPP TS25.104: BS Radio transmission and Reception (FDD)

[10]
TSG-RAN WG4#32, R4-040451: Delay requirements improvement for inter frequency cell identification. (Siemens)

[11]
TSG-RAN WG4#32, R4-040439: Improvements of Inter-frequency Cell Search Requirements (Ericsson)

[12]
TSG-RAN WG4#32, R4-040558: Delay requirements improvement for inter frequency cell identification: Further simulation results (Siemens)
[13]
TSG-RAN WG4#33, R4-040599, 25.133 CR 693: Improvement of interfrequency cell search requirements. (Ericsson)
[14]
TSG-RAN WG4#33, R4-040658: Test cases for simultaneous IF and IRAT measurements (TeliaSonera)
[15]
TSG-RAN WG4#34, R4-050009: Proposed way forward for Inter Frequency Cell Identification Requirements (Siemens)















� The actual accumulation length is always chosen to fit into a discrete number of transmission gaps and therefore depends on the compressed mode pattern
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