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Introduction

This document provides the first order estimate of the collision probability on the Random Access channel. It also provides some insight on the potential random access channel load as a function of different traffic types. 
Random Access Collision Probability and Throughputs 
Random access collision probability depends directly on the random access channel load which itself depends on many different factors; such as statistics of user arrivals into the system, handovers, frequency of periodic UL re-synchronization requests, and in the case of synchronized random access, number of users, their traffic types, associated QoS, and availability of other mechanisms (besides random access) to acquire uplink resources. 
The collision probability is also directly related to the available random access resources. The resources are determined by the period of random access slots and by the number of different signatures that can be used in each slot; numerically random access resources can be expressed by the product of these two. For example, if random access slots are provided every 5 milliseconds and there are 8 signatures available in each slot, this gives R=8*(1/0.005) =1600 opportunities per second, which is equivalent to the case when the slots are provided every 10 milliseconds and there are 16 signatures in each slot (R=16*(1/0.01) =1600). 
If we assume that the number of random access requests per random access opportunity is Poisson, the collision probability can be expressed as
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, where G is the average number of random access requests per opportunity. 
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Figure-1 Random Access Collision Probability     
Note that G in the formula represents aggregate number of random access requests which includes both new random access requests as well as the requests that had to be retransmitted because of a collision. Collision probability naturally increases as the load increases. 
Under the same Poisson arrival assumption, Figure 2 shows different probabilities of having collisions, idle slots, and random access transmission successes vs. aggregate request rates. Probability of success is also equivalent to the throughput that can be achieved. As seen from the figure the throughput peaks at 0.36 requests per slot; however as the rate of new random access approaches 0.36 the incurred random access delays become very large. Figure 3. shows average delays and 98%-tile delay bounds vs. throughput for slotted Aloha algorithm where persistency is changed dynamically every slot in an way which results in minimum (optimal) average delays (i.e. the persistency is always inversely proportional to the number of current random access requests). Average delays in the real system will therefore be higher than the ones shown in the figure; due to the radio impacts and the use of retransmission persistency that is not optimal for a given system load. 
        [image: image3.emf]Probabilities of collision, success, and idle slots 

vs. aggregate Random Access request rates

0

0.2

0.4

0.6

0.8

1

1.2

0 1 2 3 4 5 6

Aggregate Random Access request Rate (1/opportunity)

probability

P[idle]

P[success]

P[collision]

                       [image: image4.emf] Access Delay - Optimal Persistency Case 

0

5

10

15

20

25

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

throughput (RA requests / RA opportunity)

delay (random access period, e.g. 5ms)

Average Access Delay

delay bound (98%-tile)


Figure‑2 Probabilities of success, collision, and idle slots 
Figure ‑3 Average and 98%-tile access delay                                                                                                                                              bound (RF not modelled)
For the analysis that follows, if we add approximate margin to account for RF and non-ideal persistency choices, we can come up with some rough estimate for the maximum load that can be supported for different application types. 
Non-synchronized Random Access
Non-synchronized random access will be primarily used for initial access, but also for handovers to a non-synchronized cell, or for obtaining UL timing advance when UE or eNode B determines that it has been lost. The last one is not going to contribute much to the overall non-synchronized random access load, and can be ignored in the approximate analysis (unless a large fraction of users are moving at very high speeds (500kmph) and are not transmitting any uplink data for several seconds). Average load estimate ( on non-synchronized random access channel can be derived if we know the average number of active users in the cell N, and the average time T they remain active:
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For example, if on the average we have 500 active users and they spend 100 seconds in the cell then they would be arriving (and generating random access requests for initial access or handover completes) at an average rate of (=N/T=500/100=5 users per second i.e. there will be 5 new non-synchronized random access requests every second. This is much less than the typical number of random access opportunities R=1600 (16 signatures, every 10 milliseconds). Also, probability of collision in this example is 5e-6. 

Based on the above assumptions, in the case of non-synchronized random access, overall channel collision probability and channel load seems to be very small, simply because users are arriving in the cell at very low rates compared to the rate of available random access opportunities.
Synchronized Random Access

It can be assumed that synchronized random access will be primarily used to make UL scheduling requests, and will depend on the number of users in the system, their traffic types, and on the scheduling mechanisms in place associated with different QoS classes. Some QoS classes will rely more on Random access to obtain UL resources than the others. 
· VOIP - VoIP traffic type will require periodic UL resource assignments (for example, every 20ms). However, pure periodic allocation of uplink resources would be wasteful if a user is not transmitting voice frames during silence periods (vocoder dependent). If that is the case eNode B should suspend periodic uplink allocations until UE indicates to eNode B that a new talk period has begun. As an available option a UE can use the random access procedure to communicate this information to eNode B, in which case the maximum number of users that can be supported can be computed approximately as follows. 
Assumptions: 
· random access opportunities every 5ms 
· VoIP talk/silence times are 1 second each -> 1 random access request every 2 seconds -> (=0.5; 

· random access delay bound of 20ms; from Figure 3. this corresponds to maximum load of 0.1; since Figure 3 shows ideal delay case, to add margin for RF and non-ideal persistency choices we should take a value that is lower than 0.1; in the table below we assumed value of 0.05 (5%) 
· Based on design in [2], we can take an example of 5 different random access opportunities per 1.25MHz band
· Random Access Overhead is computed assuming 10 MHz band 
Based on stated assumptions the number of users N that can be supported is equal to N=0.05R/(. Table 1 shows some numerical examples.
	Random Access Frequency Band ( MHz)
	Random Access overhead (%)
	# of opportunities per sub-frame
	Total number of random access opportunities – R (1/sec)
	Max random access utilization (%)
	number of VoIP users

	1.25
	1.25
	5
	1000
	5
	100

	2.5
	2.5
	10
	2000
	5
	200

	3.75
	3.75
	15
	3000
	5
	300

	5
	5
	20
	4000
	5
	400


Table 1 
· Best Effort FTP/HTTP uploads. As an approximation FTP/HTTP uploads can be considered as “full-buffer” applications. We can assume that if a user is doing FTP/HTTP uploads that only for the first few TCP packets UE will need to request UL resources through random access. After that TCP window will open wide enough so that from the radio interface perspective FTP/HTTP will look as a full buffer application. If we allow piggy-backing of UL resource requests to UL data transmissions then, under mentioned assumptions, FTP/HTTP connections will have low impact on random access channel load and will generate few (4-5) random access requests per FTP/HTTP upload. 
· TCP ACKs for Best Effort Downlink Connections. TCP ACKs for best effort downlink connections (e.g. FTP, HTTP) can request UL resources through random access. In this case approximate load on random access channel can be computed by making certain assumptions. One of them is that TCP acknowledges its segments in pairs. Also, if the TCP segment size is 1500 Bytes, and average FTP/HTTP throughput is T, then the number of TCP ACKs per second per connection can be computed as:
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If we assume that every TCP ACK will generate separate random access request, then the number of users that can be supported can be computed using following equation (based on figure 3. the equation assumes that larger random access delays can be tolerated and that access delays at 25% utilization are acceptable). 
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Following table shows number of simultaneous FTP downloads that can be supported if uplink TCP ACKs are sent using Random Access procedure

	Random Access Frequency Band ( MHz)
	Random Access overhead (%)
	Total number of random access opportunities – R (1/sec)
	# of opportunities per sub-frame
	Average DL FTP Throughput ( kbps)
	Max random access utilization (%)
	number of DL FTP connections

	1.25
	1.25
	1000
	5
	300
	25
	20

	1.25
	1.25
	1000
	5
	400
	25
	15


Table 2
Conclusions
This paper has presented first order estimates for the collision probabilities, and random access channel loading. Based on the assumptions the following conclusion can be made:

· In the case of non-synchronized random access, it can be assumed that random access channel load and collision probability are going to be very small. This can be a justification to potentially use some of the implicit bits associated with the selection of random access opportunities (slots or signatures) to transmit few implicit bits of information from eNode B to UE.
· If user’s QoS requirements require low random access latency then the random access channel utilization would have to be kept at very low levels, e.g. 5-10%; this can be achieved either by limiting the number of users, or by increasing number of random access resources
· The eNode B should be able to semi-statically allocate random access resource depending on the current load conditions

· In synchronized random Access case, random access resources can be partitioned according to random access latency requirements of different QoS classes. 
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