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1. Introduction

It is accepted by most companies that for E-MBMS multi-cell transmission in SFN area RF combining (coherent soft combining) is necessary to have the additional gain on cell edge to meet the performance requirement in LTE [1]. In this document we propose an aGW based centralized physical resource block (PRB) scheduling scheme for E-MBMS to support RF combining in SFN area.

2. Discussion

In LTE, RF combining for EMBMS requires that the involved eNBs can transmit the same MBMS packet to receivers at the same time. Especially from the physical layer point of view, it also requires that PRB allocated in different eNBs for the same MBMS service data delivery should be strictly aligned with each other in each TTI. That is to say different eNBs in SFN area should use the same PRB to transmit the same MBMS service data in each TTI for the purpose of RF combining. 

How to do the PRB scheduling for E-MBMS to facilitate effective RF combining in SFN area is the problem we discuss below.

2.1 Centralized PRB scheduling in aGW

In rel6 MBMS, it’s RNC that schedules the MBMS service data and informs the NodeB. Now in LTE the two node network architecture of eNB and aGW is agreed and no RNC exists [2]. With the new architecture, the original functions in RNC are split and distributed in eNB and aGW. Besides, each eNB needs not to know the MBMS service distribution information in the other eNBs.

In order to have the PRB allocation consistent in different eNBs in each TTI, the aGW based centralized PRB scheduling scheme is one efficient method for MBMS service data delivery. And the QoS requirement, priority and service distribution status of each MBMS service could be considered in the aGW scheduling. The detailed scheduling method is an implementation problem. However, an example of scheduling is presented in the next section. 

Proposal 1: Centralized PRB scheduling for MBMS data delivery need to be implemented in aGW.

This aGW based centralized PRB scheduling mechanism also can be applicable to the scenario of limited SFN area but not to all the eNBs under one aGW.
2.2 Example of aGW based centralized PRB scheduling

For the scheduling of PRB allocation of multiple simultaneously ongoing MBMS services, aGW needs to store the MBMS service distribution information in the SFN area. That is:

· SA – Cell mapping information

· SFN area – Cell mapping information

· MBMS Service – SA mapping information.

Using the SA-Cell mapping information and SFN area-Cell mapping information, aGW can deduce the eNBs, which have cells inside the SAs. Then using the MBMS-SA Service mapping information the aGW can construct a mapping relation of current ongoing MBMS Service and involved eNBs in SFN area. An example is as below:

Table 1 MBMS service & involved eNBs mapping

	
	eNB1
	eNB2
	eNB3
	eNB4

	MBMS Service 1
	1
	1
	1
	0

	MBMS Service 2
	0
	1
	0
	1

	MBMS Service 3
	1
	1
	0
	1

	MBMS Service 4
	1
	0
	1
	1


In Table 1, 4 MBMS services are ongoing in the SFN area with 4 eNBs. The value 1 and 0 indicate if there is the corresponding MBMS service in the cells under the eNB or not. 

The aGW only needs to schedule the PRB allocation of the MBMS service for each eNB but not for each cell. Whether or not to transmit the MBMS data for its controlled cells is determined by eNB itself according to the UE distribution status, counting result or other factors. The aGW need not to take it into considering for scheduling. However, the transmission reliability of scheduling pattern should be considered.

Proposal 2: The centralized PRB scheduling for MBMS in aGW only needs to be considered in eNB level.

At session start, the BM-SC will inform the aGW about the service priority and QoS requirement information of MBMS service such as Maximum Bit Rate (MBR). Then the aGW use this information to schedule the PRB allocation for multiple simultaneously transmitting MBMS services. 

An example is shown below:

Table 2 MBMS service characters used in PRB scheduling

	
	Priority
	MBR

	MBMS Service 1
	4
	1024kbps

	MBMS Service 2
	2
	512kbps

	MBMS Service 3
	2
	512kbps

	MBMS Service 4
	1
	256kbps


According to [1] we assume that:

· SFN reserved bandwidth for MBMS is 2.5MHz

· Sub-carrier spacing is 15kHz

· Physical resource block bandwidth is 375kHz

· Each 0.5 ms TTI has 6 resource blocks for 2.5MHz

· Using long CP for MBMS and 6 symbols per TTI

· Using 1/3  turbo coding and 16QAM modulation for MBMS

Therefore we can calculate the required number of PRB allocation in each TTI for each MBMS service according to above assumptions. For instance, MBMS Service 1 we can calculate as below:

number of symbols per TTI 
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Then we can have the required PRB number of each MBMS service in each TTI. 

Table 3 Required number of PRB for each MBMS service in each TTI

	
	Required number of resource block

	MBMS Service 1
	3

	MBMS Service 2
	2

	MBMS Service 3
	2

	MBMS Service 4
	1


The basic principles for centralized PRB scheduling are:

· The higher priority service will be preferentially allocated.

· For the services having the same priority, the one with more eNBs involved will be preferentially allocated.

· The PRBs for a certain MBMS service had better to be consecutive. 

· If the sum of all the required PRBs number exceeds the reserved bandwidth resource blocks, the scheduling period will extend to the next TTI until meeting the requirement.

· The scheduling pattern will remain valid until the session transmission status of the MBMS services changes, such as a MBMS session start, a MBMS session stop or a new MBMS service is incoming. With these, the aGW should reschedule the PRB allocation pattern.

In the above example, at last aGW can obtain the uniform PRB scheduling pattern for the 4 MBMS services with scheduling period of 2 TTIs. 
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Figure 1 Example of the uniform PRB scheduling scheme in aGW for the 4 MBMS services

The aGW maintains this PRB scheduling pattern without considering the service distribution status in each eNB. It is just the uniform PRB scheduling pattern for all the involved eNBs to guarantee the RF combining. Each eNB should obey this scheduling pattern for those MBMS services to be distributed in its controlled cell(s) in the SFN area.

Proposal 3: aGW maintains the uniform PRB scheduling pattern without considering the MBMS service distribution status in each eNB and it will be valid at all times until the MBMS service transmission status changes.
2.3 Transfer scheme design of PRB scheduling pattern

In order to inform each eNB about above PRB scheduling pattern information for the MBMS service, some transmission method should be investigated. Below three schemes are proposed for this issue.

The MBMS Service ID, which is defined with 4 bits in R6 MBMS, can be used by eNB to distinguish which MBMS service is transmitted now. For each TTI according to the pre-reserved bandwidth to MBMS transmission, the number of PRBs is fixed and these PRBs can be indexed beforehand. Then each MBMS service data packet can be indicated its allocated PRB index according to the scheduling pattern. In [1], the maximum value of number of PRBs is 48. That means 6 bits for PRB index is enough. These two information items can uniquely identify the PRB allocation. 

· Scheme 1: User plane data frame method

In this method the MBMS Service ID and the PRB index of each TTI should be added into the head of MBMS service user plane data frame. 

This method requires the additional bit extension for the transmission of PRB scheduling information in each user plane data frame. It brings additional cost of each data packet transmission and it may not be very efficient. But this method is the most reliable and it’s flexible especially for the bursttransmission of MBMS services. If one eNB lose or not correctly receive a data frame it will not impact the combining of others afterward.

To improve the efficiency of this method we can require the transmission of scheduling pattern information not in the data frame every time but when some changes happen.

· Scheme 2: Separate control frame method

It can also use a separate control frame procedure to transfer the scheduling pattern. Before the first transmission of a MBMS service or before the transmission after PRB scheduling pattern change, this control frame need to be sent to eNB with the updated PRB scheduling pattern.

This method just adds a separate control frame procedure and this control frame transmits according to the changing of scheduling pattern. Although it is much more efficient than scheme 1 but it might have some reliability problems. If one eNB cannot correctly receive this control frame, it will impact the combining afterward. We can design the feedback mechanism to guarantee each eNBs to correctly receive this control frame. But this may need more time delay for the communication between aGW and eNB to transfer the scheduling pattern.

· Scheme 3: Control signalling method

The PRB scheduling pattern information can also be added into the control signalling of existing signalling or a new added signalling. Upon the change of scheduling pattern the aGW will send this control singling to each involved eNB to inform the scheduling pattern before the later MBMS data delivery. 

This method is not fitted for the frequent changing case. The additional control signalling processing delay is another big problem. And it also needs to consider the reliable transmission. This method just applies to the relative slowly change status. 

We prefer the scheme 1 for its reliability and flexibility.

Proposal 4: The MBMS Service ID and PRB Index of each TTI should be used to indicate eNB the PRB scheduling pattern information. They can be transmitted simultaneously with user plane data frame.

2.4 Usage of the ‘transmission blank hole’
Because different eNBs may be located in different MBMS service distribution path, there may exist some “transmission blank hole” of above scheduling pattern for each eNB. Then the eNB can use these spare PRBs to multiplex with some other ‘best-effort’ transmission services according to itself status. This can improve the physical layer resource efficiency. 

The example shows in Figure 2.
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Figure 2 Example of eNB itself to multiplex with best-effort transmission service
 in transmissions blank holes in the pattern
Proposal 5: The ‘transmission blank hole’ in the scheduling pattern can be used to multiplex with some best-effort transmission service by eNB itself.
3. Conclusion

In this contribution, the aGW based centralized PRB scheduling scheme for MBMS service data delivery in LTE SFN is investigated. We hope the above mentioned proposals can be discussed and approved. 
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