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1	Introduction
A few contributions [1-3] in RAN2#95bis discussed an approach where NW would configure the UE to use a (semi-)static RLC PDU sizes to be able to perform pre-creation of RLC PDUs in advance the UL grant is received by the UE. This contribution discusses the issues with such an approach.
Contribution in [4] did not go that far but proposed that quite similar approach could be supported by implementation (with RLC design based on LTE RLC) to also exploit the pre-creation of RLC PDUs in advance the UL grant is received by the UE. The issues with such an approach are discussed in [5].
2	Discussion
First, it should be noted that WCDMA had fixed-size RLC PDUs and that one of the first agreements on the LTE radio protocol architecture around 2005 was to remove such a restriction (see for instance [6-11]). Indeed fixed-size RLC PDUs are ill-suited for the support of IP services. In the following, we are going to explain why.
RLC padding
Probably the biggest issue with supporting the static RLC PDU sizes is the requirement to introduce RLC padding concept on top of MAC padding. Indeed with fixed RLC PDU size, the granularity of LCP is the RLC PDU. For instance, when a high priority logical channel had only a small amount of data left for transmission while a lower priority logical channel has plenty, the RLC entity of the high priority LC will need to use RLC padding to fill up the configured static RLC PDU size halting the ‘real data’ transmission from the lower priority logical channel. In effect, LCP is constrained to run on the basis of the PDU size. Without fixed RLC PDU size, LCP is free to run on a byte granularity basis as in LTE, the possible segmentation of such RLC PDU which would mainly include padding could cause UE MAC to request more UL resources just to transmit the rest of the padding bits in the RLC PDU. Hence, the RLC padding may cause severe impact on system performance/spectrum efficiency.
Observation #1: Requirement to support RLC padding can have severe impact on system performance/spectrum efficiency.
Additional segmentation
As the PDCP SDUs and PDCP PDUs thereof are of arbitrary size, the RLC entity needs to segment and concatenate the RLC SDUs into the configured RLC PDU size. If multiple of such RLC PDUs fit to the available MAC PDU resources in one transmission opportunity, possibly multiple segments of a single RLC SDU are transmitted in one MAC PDU increasing the complexity and inefficiency of the system. For instance, if the RLC PDU size was configured to 600 bytes and the new RLC SDU size is of 1500 bytes, this SDU needs to be segmented into three separate RLC PDUs. If the channel conditions improve, or system load decreases, etc. and gNB was able to schedule a bigger grant which after LCP resulted to 1800B of room in a MAC PDU for the given logical channel, the one RLC SDU would be conveyed in the same MAC PDU in three separate segments. This would have an increased overhead impact on top of the complexity.
Observation #2: Semi-statically configured RLC PDU size may result into additional segmentation. This increases the unnecessary overhead.
Scheduling flexibility
[2, 3] claimed the MAC length fields could be removed to reduce the created overhead by multiplexing multiple RLC PDUs from one logical channel to a MAC PDU – only the amount of multiplexed RLC PDUs should be indicated in the MAC PDU subheader. Such operation has though the side effect that the gNB cannot schedule a smaller grant than that of the smallest configured RLC PDU size of the UE, otherwise, UE may end up sending pure padding bits which will impact to the system performance. The same effect may be caused, e.g., by a triggered MAC CE to be transmitted and prioritized over the RLC PDUs even though the grant would’ve been sized to fit multiple such configured size RLC PDUs.
Hence, in practice the NW would need to configure fairly small sized RLC PDUs to be able to give itself enough scheduling flexibility and to not to waste extensive amount of system resources for UEs sending MAC padding bits in UL. This melts down the benefits sought by the approach compared to MAC only concatenation – created overhead can easily be even much worse.
Observation #3: The configured RLC PDU sizes need to be small enough for NW to give itself enough scheduling flexibility and to not to waste extensive amount of system resources for padding bits. This in turns will increase the unnecessary overhead as discussed also in Observation #2.
RLC PDU size change
Considering the approach that the MAC length fields would be removed and only the amount of RLC PDUs multiplexed would be indicated, issues are foreseen when the NW configures different RLC PDU sizes for the UE to be used. Some sort of synchronization mechanism would be required after each change to ensure UE and gNB are in synch about the used RLC PDU size.
Observation #4: Changing the configured RLC PDU size is a non-trivial event when the RLC PDU length is not indicated by MAC.
Considering that all the above issues can be avoided by MAC concatenation while at the same time being able to exploit the advantages of pre-created RLC PDUs, the following proposal is made:
Proposal #1: Approach with semi-statically configured RLC PDU size for the UE is not considered for NR.
3	Conclusion
In this contribution we discussed the issues exposed by the scheme where the UE is configured with static RLC PDU sizes to be multiplexed into MAC PDU. Based on the discussion we made the following observations which resulted to a proposal.
Observation #1: Requirement to support RLC padding can have severe impact on system performance/spectrum efficiency.
Observation #2: Semi-statically configured RLC PDU size may result into additional segmentation. This increases the unnecessary overhead.
Observation #3: The configured RLC PDU sizes need to be small enough for NW to give itself enough scheduling flexibility and to not to waste extensive amount of system resources for padding bits. This in turns will increase the unnecessary overhead as discussed also in Observation #2.
Observation #4: Changing the configured RLC PDU size is a non-trivial event when the RLC PDU length is not indicated by MAC.
Proposal #1: Approach with semi-statically configured RLC PDU size for the UE is not considered for NR.
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