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1 Introduction

This document intends to capture the result of the following email discussion:

[95#28][NR] Data transmission in 'new state' (Huawei)


To identify the potential benefits and disadvantages associated with a/ the UE performing state transition from the 'new state' to full connected in order to transfer data, and b/ data transfer able to occur in the 'new state'.

-
Email should focus first on the aspects related to uplink transmission and then, if time allows, consider aspects related to downlink transmission.


Intended outcome: Email discussion report to the next meeting.


Deadline: Thursday 22/09/2016

2 Discussion
RAN2#95 discussed whether a UE in the "new state" would always move to the "full connected state" when there is the need to transmit data (option a) or whether the UE could remain in the "new state" even though some data are transmitted (option b).

The "new state" was characterised in RAN2#94 by

a/ -
UEs in "new state" should incur minimum signalling, minimise power consumption, minimise resource costs in the RAN/CN making it possible to maximise the number of UEs utilising (and benefiting from) this state

b/
Able to start data transfer with low delay (as required by RAN requirements)

Requirements

The RAN requirements for "low delay" can be understood as the statement from TR 38.913 that "Control plane latency refers to the time to move from a battery efficient state (e.g., IDLE) to start of continuous data transfer (e.g., ACTIVE). The target for control plane latency should be 10ms."
There is also a "latency for infrequent small packets" which is "the time it takes to successfully deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point at the mobile device to the radio protocol layer 2/3 SDU egress point in the RAN, when the mobile device starts from its most "battery efficient" state ".

TR 38.913 only includes a requirement that "the latency shall be no worse than 10 seconds on the uplink for a 20 byte application packet (with uncompressed IP header corresponding to 105 bytes physical layer) measured at the maximum MCL (164dB)", i.e. it only covers scenario such as edge of coverage.

Although there is no formal requirement for scenarios with good radio conditions (small MCL), it seems preferable that the delay for small data transmission (where "small" is as defined above) is kept as small as possible, and certainly no higher than the "control plane latency" + the "user plane latency" (0.5ms for URLLC and of 4ms for eMBB).

Question 1: Any comments on the requirements?

	Company name
	Comments

	Ericsson
	We agree it is reasonable that the latency for a small data transmission is no higher than “control plane latency” + “user plane latency”.

	CATT
	Agree that the low latency is one of the main requirements and design target should be for very small latency. Other requirements of new state as agreed in RAN2_94 are the low signalling overhead as well as improved UE power savings. These should also be considered for the overall requirements of new state and solutions for data transmission in new state.

	LG
	It depends on solution, i.e., in option A both of control plane and user plane latency should be considered because there is transition between two different states. However,  in option B only user plane latency should be considered because there will be no state transition which requires control plane latency.

	BlackBerry
	We agree that the latency for small data is control plane latency + user plane latency for option a. As LG pointed out, for option B it is only user plane latency that counts and we think both the options should be considered.

	NEC
	Agree with the Rapporteur’s observation on the possible requirements for good radio condition case for option a. For option b, agree with LG.

	Sony
	Agree with CATT that low latency + low signalling overhead + low power consumption + minimum resource cost are the requirements, among which the low latency and low power consumption may have higher priority. But how to quantize the signalling overhead and resource cost seems still open.

	Intel
	Share similar view as explained by Ericsson and CATT. We should also consider the use case – for example, for mMTC, the requirements may be quite different than eMBB.

	NTT DOCOMO
	Agree that if the radio condition is good (e.g. no HARQ/ARQ retransmission), data transmission in the ‘new state’ should be designed to meet the C/U-plane latency requirements.

	Sierra Wireless
	Low latency for small data packets sent infrequently is important, as a way to get low power consumption (long battery life) for mMTC.

	ETRI
	We agree with Rapporteur’s explanation. In addition, we support Intel’s suggestion that the ‘new state’ should consider mMTC use case.

	Qualcomm
	Agree with CATT and Sony.

	Fujitsu
	According to the agreement, which means the UEs in the “new state” can be able to start transfer with low delay, it is more aligned with the description for “control plane latency” as rapporteur stated. 

Therefore, we believe the requirement on the control plane latency can be used. More specially, it can be understand that the time to start of small data transfer from/while the “new state” is no worse than 10ms.

Besides, it is reasonable that the overall latency shall be kept as small as possible.

	Samsung
	We share the general view/approach that we should strive for keeping delays as small as possible avoiding solutions that introduce unnecessary bottlenecks to the system. However, as any solution has pros and cons, a particular approach should be well assessed from different perspectives keeping in mind that delay itself is not the only governing factor. For instance, some traffic such as keep alive traffic does not directly influence user experience, but the overall energy consumption can be considered as an additional requirement.

	OPPO
	At least for mMTC, the low signalling overhead as well as improved UE power savings are worthy to be considered. And we believe this is the intention to introduce the “new state”.

	ITRI
	Agree with CATT that overall requirements, including latency, signalling overhead and power saving, shall be considered for both options.

	ZTE
	Agree with the rapporteur that the latency for small data transmission should not be higher than “control plane latency” + “user plane latency”. Also agree with CATT and Sony that, besides latency, low signalling overhead & low power consumption are requirements as well.

	Mediatek
	We assume that “infrequent small data” refers to eMBB background traffic or mMTC device reporting. Signalling overhead and low power consumption are more important requirements than low latency for these cases. However, as we assume that the procedures for “infrequent small data”, RACH procedure etc, may have significant similarity to start of other transmissions (e.g. with state change), it is indeed reasonable to assume that also latency for infrequent small data is less than or equal to CP + UP latency, according to many companies above. 

	Huawei, HiSilicon
	In order to save UE battery, it is beneficial to use the "new state" as much as possible. If the uplink latency can be minimized in "new state", even below "CP + UP latency", that would allow keeping UEs to "inactive state" in a more aggressive manner, which can benefit UE battery, regardless of the type of service (eMBB, URLLC, MTC, other).

If the latency for uplink packets would not be so low, it may be needed to have a separate mechanism for delay-sensitive packets, e.g. upon the initiation of a new service.


State transition from the "new state" to full connected (option a)
In R2-165538, it was proposed to base the state transition procedure on the LTE suspend/resume procedure, i.e. 
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This could be one possibility, but there may be other alternatives.

Question 2: Any comment or alternative for the option where the UE always moves to full connected to do data transfer?

	Company name
	Comments

	Ericsson
	We think there has been a misunderstanding of the proposed solution in R2-165538. We have proposed enhancements to Suspend/Resume and the proposed baseline was the one reproduced below:
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Our preferred solution, shown above, is an optimization of the state transition triggered by an RRCConnectionResumeRequest message, enabling the UE to re-establish UP and transmit UL data in message 3, multiplexed on MAC level with RRCConnectionResumeRequest (after that, according to TS 36.331, the UE would be in some kind of transient, but not in full connected). Furthermore, the procedure should allow the network to order the UE back to inactive “state” from this transient without first bringing in the UE to "full connected state". That avoids the UE to start Connected state procedures that can consume more battery e.g. mobility signalling, measurements, etc.

In summary, the solution shown above makes it possible for the UE to transmit data without entering “full connected state” since the UE only enters full connected when it receives RRCConnectionResume according to 36.331. At the same time the solution is aligned with the default state transition procedure (which has been already agreed to be supported) and it allows the network to put the UE in “full connected state” in scenarios where that is beneficial (e.g. if more data arrives).
In our understanding, regardless of which solution is selected for the case of small data transmission, the following questions must be addressed: 

-
How are DL acknowledgements handled (both on RLC and HARQ level) and on application layer?

-
How is contention resolution (e.g. RACH collisions) handled?

-
How is the UE context located and identified in the network (e.g. based on UE context ID)?

-
How to ensure that only the right UE is using the UE context meaning the UE need to provide some proof of having the right UE security context?

-
How potential subsequent transmissions and/or “large data” is handled, requiring transition to “full connected state”?

-
How the AS state is updated and maintained in the network (incl. security keys, NCC, sequence numbers)?

-
How the user plane should be configured for sending the data?
The default state transition procedure will address all the above aspects. Therefore, it makes sense to reuse these mechanisms at certain extent also for small data transmission such as suggested by our proposal in R2-165538.


	CATT
	Above option provides a method of transition from new state to full connected state before the data transmission. 

	LG
	Making UE always move to full connected state would require signalling overhead and is not power efficient. Also, as mentioned to Q1, it delays data transmission due to control plane latency. The benefit seems that robust data transmission is guaranteed. 

	BlackBerry
	Given the desire to minimise the functional overlap between existing RRC states and the new state, we think that small data transmissions without moving to fully connected state should be allowed in the new state.

For option a, (i.e. move to full connected state), it is important to enable quick transition to connected state (for latency) but it is also important then to enable quick transition back to the power optimised state (for power consumption). So, both considerations should be kept in mind when designing the control plane transition messages. 

	NEC
	Firstly, assuming the UE performs the state transition from new state to full connected state to transmit the data in the procedure option a, it is always to wait for resume completion (control plane latency) before data transmission and thus depending on control plane latency, this may or may not be attractive way. There would be some potential optimizations to introduce early/efficient state transition back to the new state after sending the data.

Secondly, assuming what Ericsson explains above, it is not clear how we can understand the transient state during the UE transmits the data in the message 3 without going to full connected? 

Thirdly (but small thing), the named of RRC Connection Resume Request message may be misleading, because the same name is used for the message used in the state transition from RRC_Idle to RRC_Connected. Instead, maybe we can say RRC Connection Reactivate Request message? (Anyway RAN2 can discuss in the meeting.)

	Nokia Networks
	To us this seems to be full blown transition to RRC_CONNECTED – at least almost. Of course NW can omit some parts of RRC_CONNECTION actions e.g. measurements but basically this could be one way to move to RRC_CONNECTED. 

	Sony
	According to the clarification from Ericsson, the UE is not in full connected at least during the transmission of the first packet.

	Intel
	In general, we agree with Ericsson’s comments above.  In particular:

When transitioning into full connected from the "new state" (referred as resumption procedure), the following points could be considered:

· Contention resolution (contention resolution is not clear from the Ericsson provided flow.  Also it looks as though the data in DRB in the unnumbered arrow is probably part of msg 3 arrow?)

· RRC resume procedure can be defined as a 3 or 2 RRC message hand-shake, which needs to allow at least:

· UE identification on the RAN level
· UE authentication on the RAN level

· Other optimizations, such as, combining msg.1 and msg.3 could also be considered, in which case RAN1 discussion/analysis should also be taken into consideration. Furthermore, RAN1 is currently studying simplifications to the RACH procedure.
When transitioning into the "new state" from full connected (referred as suspend procedure), the following points could be considered:

· Some form of RRC signaling is used, which might be explicit RRC signal (e.g. via RRC Release message) or implicitly (e.g. via previously configured behaviour in previous RRC connection/message).

Another question regarding Ericsson’s proposed solution:

· How does the network know how much grant to provide in step 2?

	NTT DOCOMO
	This option (option a) is anyway supported for NR. The question is if option a can meet the latency requirement or not. A proposal from Ericsson gives us an impression that one more ‘new state’ is introduced for the UE to transmit the data. Given that the UE does not transit to RRC_CONNECTED, it is quite awkward to use the RRC connection resume procedure to transit to another ‘new state’.

	Sierra Wireless
	There should be a way to send at least small data packets from within the new state, to avoid communication overhead. We should consider various options. For data quantities above some threshold amount, the overhead to transition to connected mode may be acceptable.



	ETRI
	We could consider various alternatives to transit to full connected state for latency reduction. Also, we support the Ericsson’s description related to open issues for small data transmission.

	Qualcomm
	RAN1 agreed to study 2-step RA so.4-step RA based (i.e. same as LTE) and 2-step RA should be considered for this solution. The following figure shows how 2-step RA based data transmission with resume/suspend mechanism works.
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Or 2-step RA data transmission
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In 2-step RA case, the contention is resolved at step 2 so step 3 is always contention free.

Regarding the Ericsson proposed call-flow above:

We have 2 concerns.

1. We wonder how NR gNB knows how much data the UE expects to transmit at step 2 (RAR including grant info for SRB + DRB). Maybe RA sequence space signals different BSR value. If so, does that give us enough granularity?
2. User data is sent before the contention resolution (i.e. step 4) so if collisions across multiple users happen, the uplink resource used for the data transmission would be wasted. The solution proposal would be slightly quicker than the legacy 4-step RA but the gain comes at the expense of contention penalty. We wonder what the gain it really offers by the extra steps against the contention-based access. The call-flow given by the rapporteur looks more straightforward.

3. It could cause battery drain because UE may need to stay in the connected mode for some time. We should avoid that. If NW always let UE move back in the new state upon completion of UL data transmission (as Ericsson’s call-flow shows), then we won’t have the battery drain issue but we are not sure if that’s always the case as we need to look into the DL response aspects as Ericsson and CATT mentioned in section 2.5 below.

	Fujitsu
	We agree that the existing resume procedure can be used for state transition from “new state” to full connected state and enhancements are required. 
Alternatively, RACH-free mechanism can be used. 
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	Samsung
	A solution a depicted in the figure in the beginning of the section is as a good baseline and a starting point for the discussion on pros and cons of further options. As also noted by other companies, steps 3 and 4 can be eliminated (as in UMTS seamless transition to CELL_FACH), and even step 5 can be challenged. Whether we need or can omit steps 1-2 is a bit more fundamental question that depends on further RAN1/RAN2 discussion on the RACH channel and its design.

	ITRI
	Option a is the promising mechanism where the UE first transits to the full connected state before data transmission. We would anyway need to study the alternatives of Option a to meet the overall requirements, for both small amount of data and large amount of data. Reducing the signalling overhead to support fast state transition shall be considered.

	InterDigital
	Assuming a state transition procedure that would have sufficiently low latency, we think that transitioning to the full connected state to perform data transfers (regardless of the size) may be a more simple approach. Such transition is expected to be faster than performing an initial access from the IDLE mode since the RAN-NGC connection/context is maintained. The advantage of this option may be simplicity by reusing the existing RRC_CONNECTED state and ensuring lossless service continuity. 

Nonetheless, it may be beneficial to also study the option of performing data transfer (below a certain size) within the new state.

Additionally, it would be beneficial to improve the RACH procedure e.g. enabling one shot transmission within message 3 or some other messages.

	ZTE
	We also believe that if the state transition procedure to move from the “new state” to full connected fulfils the latency requirement, then transitioning to the full connected state to perform data transfers (regardless of the size) may be sufficient. We also note we already agreed that the connection (both CP and UP) between RAN and Core should be maintained in the “new state”, which is definitely expected to reduce the latency when transitioning back to full connected state.

Regarding the actual state transition procedure, we agree that the call-flow suggested by the rapporteur could be considered as a basis. Furthermore, like others, we also note that RAN1 agreed to study a 2-step RA procedure as well, which would clearly have an impact on the final state transition procedure.

	Mediatek
	For the moment, we suggest to focus on the steps in the procedure and the information that needs to be conveyed, and the character of the information (e.g. ciphered/non-ciphered) to outline what can be carried in L2 vs in RRC. 

It indeed makes sense that one RRC procedure is used for both cases of data transmission with and without RRC state change, at least for the first UL message, as the UE might not initially know if the result of the UE request is a full RRC state change or just an information exchange to allow transmission of small data and quick re-suspend.
In any case, RAN2 could conclude that it is beneficial to be able to transmit some information early in the RACH procesure, e.g. in step 1. If the information size in MSG1 can carry a UE ID we could have a two step RACH. It we can have UL scheduling support information in MSG1, we could transmit all other UL information + data already in MSG3, without the need for subsequent transmissions. For now, we suggest that RAN2 make assumptions for RACH allowing both 2-step RACH and 4-step RACH.

	Huawei, HiSilicon
	If the UE has only a small amount of data (e.g. < 100 bytes) to send, the relative overhead of transiting to "full connected" first and then back to "inactive" is large.

In addition, the UE in "full connected" is normally subject to higher power consumption, due to extra tasks (e.g .RLM) and higher performance requirements, which is undesirable for small packets.
With respect to the RACH procedure, in our understanding it may not always be necessary.


According to R2-165558, this procedure would fulfil the CP latency:

	Component
	Description
	TTI

	1
	Average delay due to RACH scheduling period (1ms RACH cycle)
	0.5

	2
	Transmission of RACH Preamble
	1

	3
	Preamble detection and transmission of RA response (Time between the end RACH transmission and UE’s reception of scheduling grant and timing adjustment)
	3

	4
	UE Processing Delay (decoding of scheduling grant, timing alignment and C-RNTI assignment + L1 encoding of RRC Connection Request)
	5


At this stage, it is difficult to determine exact delay of each step (another tentative evaluation is in table 3 in R2-162662). Also, the above evaluation does not include the delay for steps 4 and 5 in the figure and does not include any delay in case of context fetch.
Question 3: Any comment on the latency evaluation above?

	Company name
	Comments

	Ericsson
	As explained before, there was a misunderstanding from R2-165538. The CP latency has been calculated based on the proposed solution i.e. the one reproduced below:
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In the solution proposed in R2-165538 steps 4 and 5 are avoided. This is reason the calculations do not include the delays from steps 4 and 5. When it comes to context fetching, it is our understanding that this could be solved by implementation e.g. context pre-fetching.

	CATT
	Above latency evaluation only considers the delay up to the preparation of RRC connection request for transmission. The transmission delay of RRC connection resume request, processing delay at the gNB of RRC connection resume request, transmission of RRC connection resume (step 4), processing delay at the UE for reception of RRC connection resume  and preparation of RRC connection resume complete should at least be considered in the evaluation. The evaluation has assumed that the UE/NW processing scales linearly with the size of TTI. This assumption should be verified. Context fetch also adds delay to the over all latency [ see R2-164807]

Note also that the repetition of RA procedure when unsuccessful as well as the repetition used intended for coverage enhancements should be considered in the latency evaluation.

	LG
	The processing time in the gNB side as well as UE side should be considered in evaluating the latency of the solution. 

Also, the latency evaluation should not be based only on the best case, i.e., 1ms of PRACH cycle, immediate reception of RAR upon RAR window start. We also need to consider typical/average cases, e.g., 5ms of PRACH cycle, RAR reception within RAR window size up to 10ms.

	BlackBerry
	We agree with LG that the processing times at the gNB and the typical PRACH latencies should be considered in the latency evaluation.

	NEC
	For the component 1, we agree with LG and consider the estimated latency (0.5 in TTI) may not be correct, because this delay is related to interval of RACH preamble resource in the unit of e.g. ms, not TTI. If TTI is assumed 1 ms, then OK. However, we guess the intention is not to assume the fix TTI length of 1ms here for NR study. How about putting simply 0.5*x, where x is the interval of RACH preamble resources. 
Also, to align the unit among components, it may be simpler to use the variance N for TT length, i.e. if N=1, 1/3/5/ is 1/3/5 ms respectively. Then, how about the table below?

Component
Description
ms
1
Average delay due to RACH scheduling period (x ms RACH preamble resource cycle)
0.5*x
2
Transmission of RACH Preamble
1*N
3
Preamble detection and transmission of RA response (Time between the end RACH transmission and UE’s reception of scheduling grant and timing adjustment)
3*N
4
UE Processing Delay (decoding of scheduling grant, timing alignment and C-RNTI assignment + L1 encoding of RRC Connection Request)
5*N
Note1: N is TTI length (ms), e.g. N=1 ms in LTE.

Note2: It is FFS if N can be common to all components.

Regarding additional possible delay, e.g. preamble retransmission, context fetch, we agree with comments from Ericsson, CATT. It is good to consider those further. We also agree with LG for processing time evaluation.

	Sony
	The delay due to RACH collision needs to be considered.  

	Intel
	We agree in general with Ericsson’s comments on delay analysis, keeping in mind that the assumptions for NR TTI concept/duration might be slightly different than LTE TTI (dependent on RAN1 input). Moreover, we wonder why CP latency should be used as the only metric for comparison – other points indicated in section 2.1 would also need to be considered. In addition, the exact duration assumed for each step would require further justified analysis depending e.g. on the use case among other factor.

	NTT DOCOMO
	I agree on Rapporteur’s observation that there is a mismatch between the procedure illustrated in sub-clause 2.2 and the component in the table provided in R2-165558. Before analysing the latency, we need to build a consensus on how the procedure looks like in this option.

	Sierra Wireless
	It would be helpful to consider the latency of some different options for implementation.

	ETRI
	We agree with Ericsson and NR TTI can be considered for later evaluation.

	Qualcomm
	We agree with Sony that the delay imposed by RACH collision needs to be taken into account as Ericsson proposal looks a contention-based solution.

	Fujitsu
	We agree that the time it takes to complete the first 5 steps of the existing resume procedure successfully should be considered in the evaluation.

	Samsung
	In general, we do not have any critical concerns with analysis done by Ericsson. However, it might be difficult to estimate the exact delay of each step. Furthermore the exact number of steps can vary depending on a particular solution. Nevertheless, it is a common understanding that a solution with fewer steps (and less interactions between the network elements) will have a smaller delay. We also agree with NTT DOCOMO observation that before delving into the latency analysis we should have a common understanding of how the procedure may look like.

	OPPO
	We agree that the time it takes to complete the first 5 steps of the existing resume procedure successfully should be considered in the evaluation and also the processing delay, contention collision also need to be taken into account.

	ITRI
	We agree with NTT DOCOMO. The latency evaluation shall be made based on our design for option a.

	ZTE
	We agree with others that, before performing a detailed latency analysis regarding the “new state” -> full connected procedure, we should have a common understanding of how the procedure may look like.
For the actual Ericsson proposal, we also agree with many of the comments already made (e.g. LG’s one on the need to consider the processing times and Sony’s / Qualcomm’s one on the need to consider the additional delay due to RACH collisions).

	Huawei, HiSilicon
	For latency evaluation, some remarks:

- before assuming 0ms delay for context fetch, it would be good that RAN3 confirms that it will be possible in all deployment scenarios

- a 5 times shorter TTI will not necessarily reduce processing delays by a factor 5.


Data transmission in the "new state"

Data transmission in the "new state" would mean that the UE would remain in the "new state" while doing data transmission.

RAN1 agreed to study the possibility of a large number of UEs being able to do UL transmission without the need to first transmit a grant, in order to reduce signalling overhead and transmission delay. To appreciate the feasibility and gains, RAN2 would need to understand from RAN1 aspects such as:


- how to deal with uplink timing (e.g. maintenance of uplink timing advance or not, initial RACH)


- how much data can be transmitted at once

- how the network can detect multiple transmissions in the same time/resource
Note that the answers to these questions are also relevant to analyse the transition from "new state" to full connected.

From RAN2 perspective, transmission in the "new state" probably means that the L2 protocol entities should be maintained while in the "new state" in order to perform data transmission, both on the UE and on the network side. Then, aspects such as HARQ and ARQ should be considered.

Question 4: Any important technical aspect of UL data transmission in the new state, beyond the above description?
	Company name
	Comments

	Ericsson
	As stated earlier, we think that the UE should be able to transmit small data prior to entering “full connected state” by sending data multiplexed in the same TTI as the first RRC message.
Our preferred solution, described above, can also be used if there is a new method of transmitting data directly on a contention based channel in inactive “state”. However, the existence of such a channel is an independent issue. It is also our understanding that it is not part of the scope of the email discussion and should be handled separately.

	CATT
	Grant-less UL data transmission is one possible solution for data transmission in new state without state transition. There are other possible solutions without using contention based channel for data transmission. The UE performs RA to get UL synchronisation to the network and the data is transmitted on the granted resources in RAR [see R2-164807] without state transition (ie. No RRC signalling).
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	LG
	We think contention based channel can be used for this purpose, i.e., transmitting data in new state. 

As explained in R2-164968, the contention based channel, e.g., FUCH (Fast UL channel), can be a channel that is always available in a cell while there can be multiple FUCHs for different services/purposes. We assume that FUCH is used by UEs in any state while the contention could be minimized by grouping a number of UEs and allowing contention only within that group. The configuration information for FUCH can be broadcasted by System Information. If the UE has data to transmit, the UE transmits it by using FUCH without requesting uplink resource regardless of whether the UE is in new state or in full connected state.
The benefits would be reduced latency, power consumption, and signalling overhead.

	BlackBerry
	We also agree with LG that contention based data transmission in new state should be studied. Aspects related to synchronisation (i.e. need for RACH prior to transmitting the small data etc) should be considered based on the RAN1 progress on the physical layer design. Further, the contention based transmission schemes may also benefit from listen before talk to further improve the reliability of these transmissions (and reduce the probability of collisions). 

	NEC
	It would be good to discuss whether the UE can send the data with RLC AM (supporting ARQ) or only with RLC UM (or TM?) as Rapporteur points out. We consider that if ARQ is supported for this UL data transmission in the new state, some interaction between the UE and the eNB will be necessary and then the gain of staying in the new state may not be large enough. In other words, if the data transmission in the new state could be introduced, the RLC UM would be more suited from the battery saving point of view.

	Nokia Networks
	We think it is worthwhile to study how to enable sending of small data in the new state e.g. via contention based channel. 

Of course discussion of contention based channel is very much dependant on RAN1 discussions as well and probably RAN2 cannot make decisions on usefulness of such a channel on its own. Probably sending lots of data in this kind of channel is not possible and usefulness is may be limited to specific scenarios e.g. mMTC where small amounts of data are not sent often. Also if UEs have valid timing advance in this state affects the CB channel usage. And naturally the load in the system will have a impact – if there are lots of UEs sending data same time the contention probability rises.

	Sony
	We think it is important to study the schemes of transmitting/receiving data in the “new state” without entering the full connected state. For the uplink data transmission, grant-less/contention based/data transmission in message 3 are the possible candidates for further study. Then how the data is acknowledged should be addressed as well. Furthermore, if there are subsequent uplink transmissions (small or large data volume, frequent or infrequent), how to process them is another issue.

	Intel
	We agree with the rapporteur that very little is known about this UL data transmission at this time. Details of this is largely dependent on RAN1 decisions on the UL data channel design. It is difficult to perform any analysis on this solution without feedback from RAN1.

	NTT DOCOMO
	We agree with others that the details of contention based transmission is up to RAN1. Nevertheless, one thing that would be worth to highlight is that in the ‘new state’, RAN2 assumes that no dedicated resource is allocated for the UE. It could be interpreted that there is no dedicated resource for HARQ and CQI feedback. It is worthwhile studying how the contention based transmission can be supported w/o dedicated resources.

	Sierra Wireless
	It may be worth considering what features of connected mode are required or not required for UL transmission within the new state. It may not be necessary to include all connected mode features if limitations on UL functionality due to their absence is acceptable in anticipated use cases.

	ETRI
	As RAN2 already summarized, no dedicated resources are allocated in the ‘new state’. So, it may be inefficient and complex to handle uplink data transmission in the state though any new channel is introduced. Hence, we prefer using RACH procedure as a way of uplink transmission.

	Qualcomm
	Agree with LG and CATT.

We think we should study 3 options; state transition based, contention based and contention-free without RRC signalling (CATT proposal).

	Fujitsu
	We believe that the above-mentioned RACH-free mechanism could also be used for small data transmission in the “new state” without the state transition. 

Regarding grant-less UL data transmission, it means packets will be transmitted without grant from network. In our understanding, it could be one possible mechanism to implement both option a) and option b).  

	Samsung
	For the sake of simplicity and conciseness, we would like to avoid mixing together RAN1 and RAN2 discussions. The RAN1 goal is to assess a feasibility of the “grant-free” solutions whereupon RAN1 will also make a summary of all the solutions (i.e. whether it supports HARQ, how much data can be transmitted, whether it requires synchronization etc). In that sense, as noted by quite many companies, it could be a bit premature to divulge into this area in RAN2.

Nevertheless, from the RAN2 perspective we can assume that some solution is in place and check issues such the overall transition procedure and delays, protocol state machines, ARQ. As the RAN1 discussion develops further hopefully providing some performance numbers, RAN2 can account for that information to refine its views.

	OPPO
	We think it is beneficial to study data transmission within “the new state”, and also share CATT and LG proposals that grant-less data transmission can be considered, e.g. a set of common resource can be preconfigured for uplink and downlink data transmission in cell-wide.

	ITRI
	We would need more input from RAN1 to consider the possibility of data transmission in new state. In the beginning, Option a shall be studied first for general cases.

	InterDigital
	We think that data transfer within the new state may be beneficial in the case of small data transmissions (FFS – below a certain size). The advantage of this option may be lower signalling overhead and lower battery consumption.

If transmission of data is supported in the new state, aspects related to mobility and service continuity may need to be considered, as the UE is expected to perform autonomous mobility.

	ZTE
	Similarly to others, we think that the discussion on grant-free/contention based solutions is very much dependent on RAN1 progress and should then probably wait in RAN2.

In any case, we think that such solutions will only be applicable to small data transmission or cases when extremely low latency is required, i.e. mainly to the mMTC and URLLC use cases.

	Mediatek
	We think Data transmission for infrequent small data shall be possible without major reconfiguration (AS, NAS), and for NR we should have good support for this already from the first release.
1) State transition usually involves activation / deactivation of functionality (some functionality only applicable in certain states), major reconfigurations/bearers setup etc etc in the core network, in the RAN and for the UE, which involves signalling overhead either over Uu in the network or both.
2) If state transition can be done without major reconfigurations etc (as stated in 1), then probably there is no need for separate states. 
Thus we think the only reasonable way forward is that data transmission is supported in the new State.

	Huawei, HiSilicon
	It is under RAN1 scope but at least in a number of scenarios, it may be possible to send a packet of data in a single step (without prior RACH) and acknowledge the transmission.

If e.g. up to 100 bytes can be transmitted at once in that way, including a 30 bytes RRC message would reduce the amount of user data that can be transmitted at the same time to 70 bytes at most (these numbers are just examples), which may significantly lower the benefit of a single-step transmission procedure.


Difference and similarities between "new state" and full connected / option a and option b
The "new state" is currently not defined so some early thoughts are necessary.
One major difference is battery consumption. In "full connected", it is expected that UE mobility allows 0ms interruption time, which may require frequent measurements and possibly frequent measurement reports and RRC connection reconfigurations. In the "new state", it was proposed that the UE does neighbour cell measurements and cell reselection, which typically takes low battery, and/or that the neighbour cell measurements are replaced with a periodic UL transmission which is claimed to be as efficient or more efficient from a UE battery perspective.
Another difference is resource cost in the network. Such resources could be allocated to a specific UE for some time (e.g. for SR, for SRS, for CSI measurement and reporting, for HARQ ACK/NACK, etc) or rather dynamic but still for a single UE (e.g. uplink grants, non periodic SRS, etc).
Yet another difference is the performance of uplink transmission, i.e. grant-free transmission probably allows only lower message size, while segmentation could be avoided if the UE is only scheduled after providing link quality information.
From overhead and battery consumption perspective, the most efficient method may depend on the volume of data to transfer, e.g. for small volumes, not changing state may be more efficient while for larger volumes, it could be preferable to use link adaptation, which requires UE feedback.

Drawbacks and advantages
A common smartphone behaviour is to periodically transmit rather small amounts of data, for the purpose of maintaining a connection or a presence. Such transmission isn't of primary importance for the user experience and it isn't time critical. What matters more is minimal UE power consumption. From this perspective, the UE should avoid performing any battery consuming task such as the ones typically associated with "full connected".
From this perspective, the eMBB UE should avoid changing to the full connected state, or the cost of changing to the full connected state and coming back to the "new state" should be minimal from the UE battery perspective. This could mean staying in "full connected" only for a very short time and doing minimal signalling for state transition, or to avoid transition completely.

For mMTC, the actual time to perform data transmission could be longer than for eMBB (delay for infrequency small data of 10s at MCL), so that, in whichever state the UE is during data transmission, the power consumption must be really low.
Question 5: Any views on drawbacks and advantages?
	Company name
	Comments

	Ericsson
	As clarified earlier, key aspects of any solution is to address things like how to handle DL ACKs associated with UL data, contention resolution etc. This means that UE most likely need to listen for DL during a time period after sending UL packet to ensure that the network (and possible application server) has received the packet. It may not be necessary for the UE to enter “full connected” during this period, but we think it make sense to have an explicit solution for moving the UE back to inactive “state” (from this transient state) as in our proposal, and not rely on UE implementation or timers.

	CATT
	We agree with the above description. Low power consumption is very important. If transition to full connected state is considered, there should be another mechanism for transition to new state immediately after the completion of small data transmission to minimise the unnecessary UE power consumption. Another advantage of the small data transmission while in new state is minimisation of signalling load due to state transitions. Given that a very large number of UEs to be supported in NR, the reduction of signalling should also be considered.

	LG
	Allowing data transmission in new state would be beneficial in terms of latency, power consumption, and signalling overhead. Considering that infrequent small data transmission would be a main use case for introducing this new state, transition to the full connected state seems not so attractive because the UE couldn’t much benefit from this new state.
While it is true that the collision/error handling need to be discussed for data transmission in new state, even for the alternative where the UE sends data in Msg3, we need to discuss how the collision/error is dealt with before entering to ‘full connected state’.

	BlackBerry
	Small data transmission in new state would enable low signalling overhead as well as low power consumption at the UE. We also think that mechanisms to move the UE fast to connected mode and more importantly, mechanisms to move it back to power optimised state should also be considered for the option a. The main open issues for option b) are related to maintaining synchronisation (RAN1 input needed) and then to consider the overhead required to keep UE in this state (e.g. overhead to maintain the UE synchronised vs moving the UE to IDLE mode instead). 

	NEC
	It seems our understanding on the eMBB case is different from others. We consider that for the eMBB, the UE has large amount of data to be sent and more efficient transmission mechanism should be used with tight interaction between the UE and the eNB, given that (we believe) the peak throughput achievable in NR would be realized in the full connected state. So, the important point for the eMBB case would be how quickly/efficiently the UE can be back to the new state for power saving.

	Nokia Networks
	Generally if there is lots of data to be sent it may not be so practical to try to send the data in the contention based channel but immediately move to the connected mode and send data in dedicated channels. But for applications with very small packets e.g. IoT devices contention based channel may be useful. But of course it is difficult to assess the benefits if we do not know what kind of contention based channel L1 is able to provide to upper layers.

We think that option a) is more moving to “full connected state“. But we think it would be usefull to allow data transmission in ‘new state’ without moving to ‘full connected state’ e.g. via contention based channel(s).

	Sony
	As stated earlier, to transmit/receive data directly in the “new state” will improve the overall system performance in terms of lower latency and signalling overhead reduction as well as energy efficiency.

	Intel
	As previously explained, it is too early to: 

· compare the drawbacks and advantages for either of the mechanism, or

· decide whether RAN2 needs to choose between them or potentially have multiple of them.

as further RAN1/2 progress is required on the details of the solutions

	NTT DOCOMO
	From radio IF protocol point of view, we are of opinion that solution should not negatively affect the coverage by deteriorating the successful rate of RRC connection establishment/resume. To reduce the latency of data transmission, the approach to enable it in the ‘new state’ seems better than the approach coupling to the RRC connection establishment/resume procedure. Nevertheless, it is also too early to conclude given that the mechanism of contention based transmission is under study in RAN1.

	Sierra Wireless
	We see strong advantages to enabling data transmission and reception with the new state. Also, would like to look at options other than based on the suspend/resume mechanism.

	ETRI
	It seems that most companies assume contention based mechanisms for small data transmission. Then, the next step is which type of procedure is used for the transmission (RACH type or not). So, it would be good to focus on the clarification of the contention based mechanism as Ericsson suggested. 

	Qualcomm
	The advantage produced by the data transmission without state transition would be less C-plane overhead and less impact to UE battery consumption. This is beneficial especially for the case that UE app sending KA in the new state as UE would send the KA with less overhead.

The disadvantage would be adding some complexity in the specification (new procedures and potentially new channels).

	Fujitsu
	We agree that the state transition from the “new state” to the full connected state will incur signalling overhead and power consumption at UE side, which should be avoided as much as possible.

On the other hand, for option b), it will incur addition signalling overhead if UL timing is maintained. Else, reliability should be considered.

Based on these pros and cons, we believe that method for flexible control between these two mechanisms should be considered, e.g., considering packet size, traffic type, load information and requirements on latency, reliability and power consumption at both UE and network side.

	Samsung
	As noted by several companies, the top level question is how much data is exchanged. If data volume is large, then it is more efficient to move immediately to “full connected”. In this case the overall efficiency of the system will depend on how fast we can move between INACTIVE and ACTIVE and how many RRC messages will be exchanged.

As for the marginal volumes of data, data exchange in INACTIVE may eliminate some RRC control signalling achieving lower power consumption when compared to the full ACTIVE state. However, data exchange in INACTIVE will require additional procedures and complexity

	OPPO
	If the data only can be transmitted along with state transition, the signaling overhead caused by state transition for transmitting very infrequent small data transmission brings great challenge to system capacity and network entity processing capability, and 

UE power is mainly consumed on state transition procedure for infrequent small data transmission which decreases the power efficiency. 

	ITRI
	From our point of view, allowing data transmission in new state is beneficial for specific use case, e.g., mMTC, with infrequent small data transmission to reduce signalling overhead and power consumption. However, the performance of contention-based channel for option b is still under investigation. Complexity for such design is foreseen and the trade-off should be further considered. In the beginning, Option a shall be studied first for general cases and wait for more feedback from RAN1 for Option b.

	InterDigital
	Whether the UE transmits in the new states or transitions to connected state, a RACH procedure and some form of context identifiers are needed. RAN2 should consider improvements to enable faster SRB and DRB transmissions. Thus focus should be on improving the RACH procedure, contention-based / grant-less transmissions such that UP data may be sent as early as possible for an unsynchronized UE. This would be beneficial irrespective of the state transition approach.

	ZTE
	Agree with Samsung and others that the main question is how much data is expected to be exchanged. If data volume is large enough, it seems better to move immediately to “full connected”. For small data transmission (and when extremely low latency is required), data transmission during the inactive state would be beneficial, as it would limit the (RRC) control signalling overhead. 

As noted by InterDigital, in any case (data transmission only in connected or also in active state) one key aspect to address is about potential improvements to the RACH procedure.

	Mediatek
	As stated earlier data transmission should be possible in the new state. We think that handling of the new state could also be related to gNB architecture, i.e. that PDCP state, and NG core network association is maintained in a CU but most other state is released in the New State, e.g. all DU state (MAC/RLC). No GBR bearers in the New state, QoS/prioritization for the new state is mostly/only? by access prioritization or access control. New State is tailored for small transmissions and do not require DU or UE reconfigurations, e.g. uses predefined L1 configurations. Optional UE capabilities related to L1/L2lower are in general not applied in the new state. 

	Huawei, HiSilicon
	It would be useful to allow data transmission in "new state" without moving to "full connected state" e.g. via contention based channel(s).
With respect to Ericsson's comment, we wonder what kind of clever decision could the network make based on the reception of an RRC connection request and a single data packet.
About transmission of DL data, we would like to notice that if the UE in "new state" would, e.g. at every DRX cycle, transmit a short (e.g. 1-symbol) narrowband UL signal, this would allow the network to directly transmit DL data to the UE, possibly even using beamforming for DL control and data.


Question 6: Any other aspect of UL data transmission in the new state beyond the above description?
[Ericsson]

We would like to reproduce here that any solution should address the following questions:

-
How are DL acknowledgement handled (both on RLC and HARQ level) and on application layer?

-
How is contention resolution (e.g. RACH collisions) handled?

-
How is the UE context located and identified in the network (e.g. based on UE context ID)?

-
How to ensure that only the right UE is using the UE context meaning the UE need to provide some proof of having the right UE security context?

-
How potential subsequent transmissions and/or “large data” is handled, requiring transition to “full connected state”?

-
How the AS state is updated and maintained in the network (incl. security keys, NCC, sequence numbers)?

-
How the user plane should be configured for sending the data?
[CATT]

We agree with Ericsson that above list of open issues should be discussed for small data transmission solutions. A couple of additions:

· Handling of DRB/SRB for data transmission and level of QoS support
· Corresponding DL data transmission 
[Qualcomm]

· We agree with Ericsson and CATT that the abovementioned open issues should be discussed for small data transmission. However, the 4th bullet point in Ericsson’s list would be common issue for all solution proposals and a solution to address the issue (false data injection) would be a user data integrity protection, which is being discussed in SA3 now so we think RAN2 should focus on the open issues other than the user authentication issue.

[Huawei, HiSilicon]
In our understanding, the questions from Ericsson and CATT should be considered for all proposed solutions.
3 Conclusion
A large number of companies observed that low latency is one of the main requirements of the "new state", together with low signalling overhead and low UE power consumption, which is not surprising as it is the previous agreement.
Proposal 1: For any solution to send uplink packet, the latency, signalling overhead and UE power consumption shall be evaluated.

Some companies expressed the view that "infrequent small data" could be eMBB background traffic (e.g . heart beat) or mMTC device reporting which could tolerate some delay without affecting user experience, so that low UE power consumption and low signalling overhead could actually be more important.

One of these companies observed that the procedures for “infrequent small data”, e.g. RACH procedure, etc, may have significant similarity to the start of other transmissions (e.g. with state change), it is indeed reasonable to assume that also latency for infrequent small data is less than or equal the CP latency requirement + the UP latency requirement.
Another of these companies observed that in order to save UE battery, it is beneficial to use the "new state" as much as possible, which is easier if the uplink latency can be minimized in "new state", even below "CP + UP latency".
On the actual latency target, most companies were not that explicit. The following (partially contradicting) statements may reflect the views of all companies:

a) a procedure where the UE is initially in "new state" and moves to "full connected" to send data should be complete within the sum of the CP latency requirement and the UP latency requirement

b) a procedure where the UE is initially in "new state" and sends uplink data without moving to "full connected" should be complete within the UP latency requirement

c) regardless whether the UE changes state or not, it is sufficient to be able to send data within "CP latency requirement" + "UP latency requirement"

d) regardless whether the UE changes state or not, it is useful to be able to send uplink data with the smallest possible delay, even below "CP latency requirement" + "UP latency requirement"

Proposal 2: Discuss the usage of the "new state" and the desirable latency to send an uplink packet when the UE is in the "new state".
On the procedure(s) to perform in order to send data, there are several alternatives discussed:

a) Move to connected and then transmit data

b) Transmit data together with initial RRC message for transition to connected, then decide final state

c) Transmit data in "new state"

There are several questions:

- whether there is RACH, if so whether it is 2-step or 4-step (there could be 3 options)?
- contention resolution, at which step (depends on exact procedure)?
- grant size, what are the supported sizes and how to perform size selection?
- whether 0, 1, 2 or 3 RRC messages are used (from latency and overhead perspective, less messages could be better)?
- usage of HARQ/ARQ?
- how to perform UE identification/authentication/context fetch?
- how to configure U-plane for transmission?
- for b)

- when does the UE start full connected operation, e.g. RLM, CSI/RRM measurements, etc.


- how to determine whether to move to "full connected" or not


- whether data would always be concatenated in order to establish the RRC connection, and whether that would affect the coverage by deteriorating the successful rate of RRC connection establishment/resume
- for c), how to decide when to use c) rather than a)

While the RACH procedure (or not), grant size, and size selection are largely dependent on RAN1, other aspects could already be discussed in RAN2.

Proposal 3: Confirm the aspects which RAN2 can discuss relatively independently from RAN1 for the options a), b) and c) (or any additional option/sub option).
On the delay evaluation, some points are to be considered:

- gNB and UE processing and scaling or not with TTI size

- collisions

- UE context fetch

Proposal 4: Consider the above aspects for delay evaluation.

According to several companies:

- for a large volume of data it is more efficient to move to the full-connected state and the overall efficiency of the system will depend on how fast the UE can move between the "new state" and the full-connected state and how many RRC messages are exchanged.
- for small amounts of data, data exchange in "new state" can eliminate RRC control signalling and reduce UE power consumption when compared to always going to the full connected state.
- if there is an RLC ACK or an application response, this should be also considered in the evaluations

Proposal 5: Consider the above aspects to evaluate the performance of each option.
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