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1 Introduction

RAN#71 approves in March a NR SID [1]. One of the objective of the study is to develop a single technical framework addressing all usage scenarios, requirements and deployment scenarios defined in TR38.913 including enhanced mobile broadband, massive MTC, critical MTC. Another objective of the study item is to develop technical feature necessary for tight interworking between the new RAT and LTE. Control plane latency related KPI as defined in [2] is copied below.  This contribution discusses control plane latency aspects of LTE-NR tight interworking scenarios. 
“Control plane latency refers to the time to move from a battery efficient state (e.g., IDLE) to start of continuous data transfer (e.g., ACTIVE). The target for control plane latency should be 10ms.”
2 Discussion
The control plane latency for LTE could range anywhere between 50ms and 75ms [5]
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[4]. Example of control plane latency detail from [4] is provided in Appendix. The Control plane latency over the LTE air interface alone is much higher than the overall control plane target of 10ms.
2.1 LTE-NR tight Interworking Scenarios

The following tight LTE-NR interworking scenarios are discussed in [3].
Scenario 2.1:

NR tightly integrated in LTE via EPC, with split at either CN or at RAN
Scenario 2.2:

LTE tightly integrated in NR via New CN, with split at either CN or at RAN

Scenario 2.3:

NR tightly integrated in LTE via New CN, with split at either CN or at RAN
For either of this option, the C-Plane (CP) is served only by either LTE or by the NR. These options are summarized in the figure below.
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Figure 1: LTE-NR Interworking scenarios
While the LTE-NR tight interworking scenarios as illustrated in Figure 1 suggest Dual Connectivity (DC) framework, they could also be realized with Carrier Aggregation (CA) framework as noted in [3].
2.2 Control plane Latency Analysis
Assuming a DC framework for Scenario 2.1 and scenario 2.3 where the CP is served by LTE, the control plane latency over the air interface is at least same order of magnitude as that of a standalone LTE system. Similarly, the control plane latency over the air interface for the same scenarios, is at least same order of magnitude as that of a standalone LTE system when the CA framework is assumed.
Observation 1: The control plane latency for NR tightly integrated in LTE (e.g. Scenario 2.1 and scenario 2.3) is mostly dictated by the control plane latency of LTE standalone system.
Observation 2: The control plane latency for NR tightly integrated in LTE (e.g. Scenario 2.1 and scenario 2.3) would not meet the target control plane latency performance requirement without latency reduction enhancement to LTE.
Assuming that the control plane latency scales linearly with the TTI, the control plane latency with a TTI of 0.1ms will be roughly in the range of 5ms to 7.5ms excluding backhaul delay and core network processing delay. 
Observation 3: Even with the assumption of very short TTI for e.g. 0.1ms TTI, it is still challenging to meet control plane latency requirement without further reduction in latency of LTE NAS signalling and RRC signalling required for the UE to move from a battery efficient state (e.g., IDLE) to start of continuous data transfer (e.g., ACTIVE).
Proposal 1: RAN2 to confirm one of the followings:
a) 10ms CP latency KPI applies to LTE-NR tight interworking scenarios with NR tightly integrated in LTE (e.g. scenario 2.1).
b) 10ms CP latency KPI does not apply to LTE-NR tight interworking scenarios with NR tightly integrated in LTE (e.g. scenario 2.1).
Proposal 2: Assuming 1-a), RAN2 is required to study new signalling procedures for control plane latency reduction in LTE.
Assuming a DC framework for scenario 2.2 where the CP is served by NR, the control plane latency is at least that of a standalone NR system. Similarly, assuming a CA framework, the control plane latency is about the same as that of a standalone NR.
Observation 4: The control plane latency for LTE tightly integrated in NR (e.g. Scenario 2.2) is mostly dictated by the control plane latency of NR standalone system.
Observation 5: LTE tightly integrated in NR (e.g. Scenario 2.2) with CA would meet the CP latency requirement, same as the standalone NR would meet the CP latency.
Observation 6: Assuming LTE tightly integrated in NR using DC, reduction of latency due to LTE processing and exchanges of RRC messages between LTE and NR RAN nodes might be required in order to meet the CP latency.
Proposal 3: RAN2 to confirm one of the followings:
a) 10ms CP latency KPI applies to LTE-NR tight interworking scenarios with LTE tightly integrated in NR (e.g. scenario 2.2) with DC.
b) 10ms CP latency KPI does not apply to LTE-NR tight interworking scenarios with LTE tightly integrated in NR (e.g. scenario 2.2) with DC.
Proposal 4: Assuming 3-a), the CP for LTE-NR tight interworking with LTE tightly integrated in NR should be designed such that the CP latency is met.
3 Conclusion

In this contribution, we discuss control plane latency aspects for LTE-NR tight interworking and propose the followings:
Observation 1: The control plane latency for NR tightly integrated in LTE (e.g. Scenario 2.1 and scenario 2.3) is mostly dictated by the control plane latency of LTE standalone system.
Observation 2: The control plane latency for NR tightly integrated in LTE (e.g. Scenario 2.1 and scenario 2.3) would not meet the target control plane latency performance requirement without latency reduction enhancement to LTE.
Observation 3: Even with the assumption of very short TTI for e.g. 0.1ms TTI, it is still challenging to meet control plane latency requirement without further reduction in latency of LTE NAS signalling and RRC signalling required for the UE to move from a battery efficient state (e.g., IDLE) to start of continuous data transfer (e.g., ACTIVE).
Proposal 1: RAN2 to confirm one of the followings:
a) 10ms CP latency KPI applies to LTE-NR tight interworking scenarios with NR tightly integrated in LTE (e.g. scenario 2.1).
b) 10ms CP latency KPI does not apply to LTE-NR tight interworking scenarios with NR tightly integrated in LTE (e.g. scenario 2.1).
Proposal 2: Assuming 1-a), RAN2 is required to study new signalling procedures for control plane latency reduction in LTE.
Observation 4: The control plane latency for LTE tightly integrated in NR (e.g. Scenario 2.2) is mostly dictated by the control plane latency of NR standalone system.
Observation 5: LTE tightly integrated in NR (e.g. Scenario 2.2) with CA would meet the CP latency requirement, same as the standalone NR would meet the CP latency.
Observation 6: Assuming LTE tightly integrated in NR using DC, reduction of latency due to LTE processing and exchanges of RRC messages between LTE and NR RAN nodes might be required in order to meet the CP plane latency.
Proposal 3: RAN2 to confirm one of the followings:
a) 10ms CP latency KPI applies to LTE-NR tight interworking scenarios with LTE tightly integrated in NR (e.g. scenario 2.2) with DC.

b) 10ms CP latency KPI does not apply to LTE-NR tight interworking scenarios with LTE tightly integrated in NR (e.g. scenario 2.2) with DC.
Proposal 4: Assuming 3-a), the CP for LTE-NR tight interworking with LTE tightly integrated in NR should be designed such that the CP latency is met.
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5 Appendix

Table 1: Example of Control Plane Latency budget (from [4])

	
	New RAT
	TTI

	1 
	PRACH waiting (per TTI PRACH) 
	0.5 

	2 
	Preamble Tx 
	1 

	3 
	Processing 
	3 

	4 
	RAR Tx
	1 

	5 
	Processing 
	5 

	6
	RRC Request Tx
	1 

	7 
	Processing 
	4 

	8 
	RRC Setup Tx 
	1 

	9 
	Processing
	15 

	10
	Scheduling Request
	8.5

	11 
	RRC Setup Complete + NAS Request Tx 
	1 

	12 
	Processing
	4 

	13 
	NAS Request Tx 
	

	14
	Processing
	

	15
	NAS Setup Tx
	

	16
	Processing 
	4 

	17
	Security Setup + DRB Setup Tx
	1.5

	18
	Processing
	15

	19
	Scheduling Request
	8.5

	20
	RRC connection reconfig. and security command complete Tx 
	1 

	
	Total 
	75


