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1.  Introduction
The issue of packet losses over Xn has been discussed in past RAN2 meetings. As a result, the necessity of flow control has been pointed out for architecture 3C and RAN2 has agreed in the RAN2#83 meeting that with flow control and frequent flow control commands between the MeNB and SeNB it seems possible to achieve gains close to the technological potential in terms of user throughput using inter-node radio resource aggregation [1].
	Agreement in RAN2#83bis
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If the all the following conditions are fulfilled, it seems possible to achieve gains close to the technology potential in terms of per-user throughput by means of inter-node radio resource aggregation:


a) Xn is not the bottleneck


b) Xn is loss-less and causes no re-ordering


c) Xn offers latency of 5-30ms


d) Flow Control is used from SeNB towards MeNB


e) Flow Control commands are sent frequently

f) the load in the system is low to medium


g) users are distributed appropriately (number of UEs served by the macro cell is sufficiently low so that it has resource to allocate to pico UEs)


h) bearer split is supported
Further study is needed to understand the impact of TCP due to the increased latency.


This contribution looks at the necessity of push-back type flow control in 3C and proposes a way forward to see if there is another way for flow control to overcome the Xn flow control and congestion issue.
2.  Alternatives for flow control
2.1.  Push-back flow control ([2] R2-132897)
Push-back flow control over Xn has been discussed during past RAN2 meetings and an example method was proposed e.g. in [2]. Without loss of the generality, Fig.1 shows an example of push-back flow control.
· Phase (1): In the initial phase, the SeNB asks the MeNB for the initial data forwarding with a certain amount of data and sends “Data Request” message to the MeNB. In this example, the amount of forwarded data is corresponding to D1 and D2.

· Phase (2): The MeNB sends D1 and D2 according to the request from SeNB and then the SeNB receives the forwarded data of D1 and D2. At the same time, the MeNB receives fresh data D3 – D5 from the upper node.

· Phase (3): The SeNB performs the packet scheduling of D1 and D2, thereby the data D1 and D2 is sent from the SeNB to the UE. At the same time, the SeNB asks the MeNB for further data forwarding based on the past throughput calculation by sending “Data Request” message. In this example, the amount of forwarded data is corresponding to D3 and D4.
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Fig.1: Example of push-back flow control over Xn [2]
There are some drawbacks in push-back flow control. One of them is the increase of the signalling overhead over Xn depending on the frequency of the information exchange. In addition, this causes an increase in the signalling processing load in both the MeNB and the SeNB.
Observation 1: Flow control based on request-response message is complicated considering the signalling overhead and the signalling processing load in the AP layers of the MeNB and the SeNB.
2.2.  No flow control

Another alternative is that push-back flow control is not introduced over Xn. Fig.2 depicts the no flow control approach.
· Phase (1): The SeNB performs the packet scheduling of D1 and D2, thereby the data D1 and D2 is sent from the SeNB to the UE. At the same time, the MeNB performs data forwarding with an implementation-specific forwarding data rate. In addition, the MeNB receives fresh data.
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Fig.2: Example of no flow control over Xn
Assuming that Xn is a similar to X2, it is expected that the case where Xn becomes the bottleneck does not happen frequently as the Xn is well managed, and then the packet loss rate should be low.

However, one difference between X2 and Xn is the usage of these interfaces. Specifically, the X2 interface is used for data forwarding from the Source eNB to the Target eNB only during handover which is expected to be a short term data transfer. On the other hand, Xn interface is expected to be used for data forwarding from the MeNB to the SeNB during dual connectivity which is expected to be longer term data transfer. Thus, depending on the number of UEs performing dual connectivity and the data transfer duration, Xn interface may become the bottleneck and the packet loss rate may not be negligible.
Therefore, the system performance may be degraded if no flow control over the Xn is performed. 
Observation 2: Compared to X2 interface, if Xn is used for dual connectivity which is expected to be a long term data transfer. Then, the traffic load of Xn is changeable and may become a bottleneck. Therefore, system performance may be degraded if no flow control over Xn is performed.
2.3.  QoS-aware data forwarding
With the above discussions, it is observed that using no flow control may degrade the system performance but push-back type flow control causes increased signalling overhead and corresponding processing load. To solve this issue, an alternative way is to perform traffic management in the MeNB side. Specifically, QoS-aware data forwarding is performed in the MeNB which controls the data forwarding rate without signalling from the SeNB.
Fig.3 is an example figure. The key point of this alternative is that the UE sends some assistance information by which the MeNB can decide the data forwarding rate. For example, the MeNB would decrease the amount of forwarding data when the data reception status of the UE is not good, which implies less availability of the SeNB buffer i.e. Xn is congested. On the other hand, the MeNB would increase the amount of forwarding data when the data reception status in the UE is fairly good, which implies that no big problem with the availability of the SeNB buffer i.e. Xn is not congested.
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Fig.3: Example of flow control by using feedback (assistance information) from the UE
· Phase (1): This phase is the same with that in push-back flow control.
· Phase (2): This phase is the same with that in push-back flow control.
· Phase (3): The SeNB performs the packet scheduling of D1 and D2, thereby the data D1 and D2 is sent from the SeNB to the UE. At the same time, the UE sends feedback indicating the data reception status to the MeNB. After the MeNB receives the feedback, the MeNB estimates the amount of data that the UE has received and also the amount of data that the UE has not yet received. Based on this estimation, the MeNB can estimate the amount of data buffered in the SeNB. Accordingly, the MeNB decides the amount of forwarded data to send to the SeNB in order not to cause the traffic overload in the SeNB.

The assistance information in this method could be existing feedback as used the current specifications. For example, the feedback could be PDCP STATUS REPORT with an extension that the PDCP STATUS REPORT is periodically sent from the UE to the MeNB. By this way, both the not missing PDCP SDU and the missing PDCP SDU can be indicated to the MeNB. Alternatively, the feedback could be RLC STATUS REPORT with an extension so that the RLC STATUS REPORT includes the RLC status of the SeNB.
In addition, this alternative can be easily achieved in such a way that existing data forwarding algorithm that is used for handover is enhanced to include data forwarding for dual connectivity.
Observation 3: QoS-aware data forwarding for dual connectivity shows benefit in terms of Xn signalling overhead and corresponding processing load in the AP layers of the MeNB and SeNB compared to push-back flow control. In addition, QoS-aware data forwarding could also handle the Xn congestion in a way by controlling the data forwarding rate from the MeNB to the SeNB.
With the above observations, our proposal is provided below:
Proposal 1: RAN2 is asked to study further the QoS-aware data forwarding over Xn based on assistance information from the UE (e.g. PDCP feedback or RLC feedback) instead of adopting push-back flow control over Xn.
3. Conclusion

This contribution shows that the signalling overhead and corresponding processing load due to the push-back flow control is not negligible. To overcome the drawbacks, this contribution proposes an alternative method which is QoS-aware data forwarding and shows that it is beneficial and could handle the Xn congestion.
Proposal 1: RAN2 is asked to study further the QoS-aware data forwarding over Xn based on assistance information from the UE (e.g. PDCP feedback or RLC feedback) instead of adopting push-back flow control over Xn..
References

[1] TR36.842, “Study on SCE for E-UTRA and E-UTRAN – Higher layer aspects,” v0.4.0, Oct 2013.
[2] R2-132897, “Performance of bearer split with non-ideal backhaul,” RAN2#83, NSN, Nokia.

PAGE  
- 3 -

_1441734076.vsd
�

UE


MeNB


Xn


SeNB


Data Forwarding


D5


D1


D2


D3


D4


Fresh Data


Scheduling


Phase (1)


Data rate depends on implementation



_1444830722.vsd
�

SeNB


Xn


MeNB


Initial Data Request (D1, D2)


Data Forwarding


D1


D2


UE


MeNB


Xn


MeNB


Xn


SeNB


D3


SeNB


D4


D5


Data Forwarding


D1


D2


D5


D1


D2


D3


D4


Flesh Data


Scheduling


Phase (1)


Phase (2)


Phase (3)


Feedback (or assistance information) from the UE



_1441733927.vsd
�

SeNB


Xn


MeNB


Initial Data Request (D1, D2)


Data Forwarding


D1


D2


UE


MeNB


Data Request based on past throughput (D3, D4)


Xn


MeNB


Xn


SeNB


D3


SeNB


D4


D5


Data Forwarding


D1


D2


D5


D1


D2


D3


D4


Fresh Data


Scheduling


Phase (1)


Phase (2)


Phase (3)



