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1 Introduction
In R2-133424, “Further discussion of bearer split options”, we discuss properties of the various bearer split options identified for support of dual connectivity. We concluded that no single option that will suit all aspects and backhaul deployments exists. For deployments where backhaul capacity is not an issue, the bearer splitting option 3 should be evaluated further. In this contribution, we compare the two remaining realisation alternatives of option 3, namely 3C and 3D. 
2 Discussion
2.1 Introduction of the alternatives

Intra-bearer solutions (3C and 3D) are depicted in Figure 1. 
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Figure 1: User plane protocol architecture alternatives 3C and 3D
In short, the discussed alternatives are:

· 3C: Traffic of one EPS bearer is split between the MeNB and the SeNB above of the RLC layer so that there are separate and independent RLC entities for the MeNB and the SeNB both in the network side and the UE side.

· 3D: Traffic of one EPS bearer is split in the RLC so that functionalities of the RLC layer are split between the MeNB and the SeNB. The MeNB builds RLC PDUs which are forwarded to the SeNB. The SeNB re-segments the PDUs to fit to the transport block sizes provided by the physical layer. 
2.2 Reordering and duplicate detection functionality

As the user plane packets from a single EPS bearer may traverse over different paths to the receiver, these needs to be reordered. In current LTE architecture, reordering occurs either in the PDCP layer (HO and re-establishment) or in the RLC layer (normal operation). The length of RLC reordering timers depends on maximum number of HARQ retransmissions in the MAC layer and other parameters. 

Considering reordering and duplicate detection functionality:

· In Alternative 3C, reordering and duplicate detection occurs in the PDCP layer. This implies that current PDCP reordering that supports only reordering during handover must be extended to support also reordering during normal operation. A straightforward implementation would be to introduce a similar reordering timer as is already used in UM RLC. Dimensioning of reordering timer needs to take account for backhaul delay, buffering in the SeNB and transmission time from the SeNB to the UE. 
· In Alternative 3D, reordering and duplicate detection occurs in the RLC layer. This implies that current RLC reordering and duplicate detection functionally can be reused. The current t-reordering in RLC is optimized for HARQ and it might be difficult compensate for varying backhaul and scheduling delays. As in alternative 3C, the reordering timer needs to be dimensioned to account for backhaul delay, buffering in the SeNB and transmission time from the SeNB to the UE. A drawback of 3D over 3C is that the reordering timer will impact RLC retransmission performance, since RLC retransmissions should only be triggered once the reordering timer has expired to avoid unnecessary retransmissions. The RLC receiver will not be able to distinguish between a PDU lost over Uu and a PDU that is delayed due to reordering. 
In summary, from a retransmission performance point of view, it seems preferable to perform the reordering on the PDCP layer as in alternative 3C. The specification impact of introducing timer based reordering on PDCP is expected to be limited. As mentioned in [2], reordering will increase buffering needs, but this applies regardless to which protocol that performs the reordering and we do not see a difference between alternatives 3C and 3D in this respect.

Observation 1 Reordering in 3D will negatively impact RLC retransmission performance by increasing the retransmission time. Thus, it seems preferable to handle reordering in PDCP, as in alternative 3C.
2.3 Retransmission flexibility
One argument speaking for alternative 3D is retransmission flexibility. RLC retransmissions can be transmitted either via MeNB or SeNB. In this way, it would be possible to e.g. send retransmissions always via the faster MeNB link, which could speed up retransmission performance. However, considering observation 1, all retransmissions in 3D will be delayed by the reordering timer. To avoid unnecessary RLC retransmissions, the reordering timer will have to be conservatively configured to be at least the estimated delay of the backhaul. So, in end effect, the retransmissions will be delayed more than the backhaul delay, and even sending the retransmission directly from the MeNB will not be able to make up for that loss. Therefore, the retransmission flexibility is not a valid argument for alternative 3D. 
Observation 2 3D offers higher retransmission flexibility compared to 3C. However, considering observation 1, 3C will still provide better overall RLC retransmission performance.
2.4 Need of ARQ over the backhaul

One difference between 3C and 3D is that in 3D, RLC ARQ spans over the backhaul. This means that also packets lost on Xn will be retransmitted by RLC. This feature could be beneficial if there are packet losses in the backhaul. However, in RAN2#83, the following was concluded: 
1. Losses may occur mainly in case of TN congestion. Re-ordering on the TN may be considered an abnormal event. In case of losses and reordering the UP protocols shall not stall but they do not need to correct them either.  
2. It can be discussed whether GTP should ensure in-sequence delivery so that UP protocols do not need to care about out-of-order packets.

Furthermore, in RAN2#83, the following was concluded when discussing performance evaluation of bearer split:

If all the following conditions are fulfilled, it seems possible to achieve gains close to the technology potential in terms of per-user throughput by means of inter-node radio resource aggregation:


a) Xn is not the bottleneck


b) Xn is loss-less and causes no re-ordering


c) Xn offers latency of 5-30ms


d) Flow Control is used from SeNB towards MeNB


e) Flow Control commands are sent frequently 


f) the load in the system is low to medium


g) users are distributed appropriately (number of UEs served by the macro cell is sufficiently low so that it has resource to allocate to pico UEs)


h) bearer split is supported

In summary, in scenarios where option 3 alternatives are expected to bring gain through user plane aggregation, Xn is expected not to be the bottleneck and packet loss over Xn non-existent. In the rare event of a packet loss on Xn, it can also be solved with local retransmission over Xn, based on GTP-U SN. Therefore, whether or not the Uu protocols support ARQ over backhaul or not is not expected to be of importance. 
Observation 3 As it can be expected that the packet losses in the backhaul are rare (or can be fixed by the Xn protocol), ARQ over the backhaul is not essential for the Uu protocol design.
2.5 Handling of transport network congestion
As concluded in section 2.4, packet loss on Xn is expected to be mainly congestion related. Although we have also concluded that user plane aggregation gains can only be expected when the backhaul is not the bottleneck, there may still be temporary congestion and packet loss. In such an event, it could be important to indicate the packet loss to higher layers, so that transmission rate can be adapted. This is easier to accomplish with 3C. With 3D, the packet loss is hidden by the RLC retransmission. Still, even with 3C, there is still the option not to expose the packet loss to higher layers, with a local retransmission over Xn.

Observation 4 3C offers better means of indicating transport network congestion to higher layers, if needed. 
2.6 Xn flow control

In [2], it is concluded that both 3C and 3D need some kind of flow control. This flow control should fulfil at least the following design targets. The flow control should

· try to balance the traffic share between the SeNB and the MeNB and make sure that there are packets available for transmission in both ends. Allowing the buffer in SeNB to drain will cause underutilization of the SeNB link and lost offloading potential, 
· ensure that the SeNB buffer size does not increase too much. If no measures are taken to keep the SeNB buffer within bounds, the entity aggregating the traffic from the MeNB and SeNB would need to apply massive re-ordering. The end-to-end RTT as seen from the TCP layer increases substantially due to this. Increased TCP RTT directly impacts the bitrate seen by the end user as the bitrate is the function of the bottleneck link rate and TCP RTT, 
· avoid overload of the backhaul transport network. The Xn interface will share the transport network capacity with other flows. Predominantly flows are controlled by TCP. It is therefore important that when flow control is applied, it is able to share the resources in a fair way between TCP flows.
In general, implementing an efficient flow control fulfilling all design targets listed above over a backhaul having a long delay is challenging. With alternative 3D, since the flow control is located inside the RLC ARQ window, it restricts the possibilities to indicate congestion to the end user TCP connection, and thus limits the alternatives to deal with packet loss. This was also explained in section 2.6. Therefore, we believe flow control with 3C will be easier to configure and control, compared to 3D. 
Observation 5 Architecture having flow control within the ARQ loop of RLC (as in alternative 3D) is difficult to configure and control.
2.7 RLC segmentation

From a RLC segmentation efficiency point of view, co-locating RLC and MAC in the same node as in 3C has a clear advantage over a distributed termination as in 3D. With 3D, a re-segmentation of RLC PDUs is needed in the SeNB to fit the selected MAC PDU size based on the link adaptation decision.

Observation 6 Alternative 3D requires re-segmentation of RLC PDUs in SeNB, which increases the RLC overhead compared to 3C.

2.8 Sequence numbering

One aspect highlighted in [2] is that the sequence number space of current RLC may become a limiting factor if reordering is performed on RLC. The RLC sequence number is currently 12 bits. PDCP on the other hand can be configured with a 15 bit sequence number, and thus better suited for the reordering task.
Observation 7 From a sequence number range point of view, PDCP is better suited for reordering with a max SN length of 15 bits.

2.9 RLC UM support
RLC UM support is no issue for alternative 3C. RLC UM support with alternative 3D requires introduction of RLC re-segmentation and UMD PDU segment to RLC UM.
Observation 8 Alternative 3D requires introduction of RLC re-segmentation and UMD PDU segment to RLC UM.
2.10 MAC multiplexing

The RLC re-segmentation function in SeNB in 3D may have impact on MAC multiplexing. The MAC multiplexing design target from Rel-8 [3] is to transmit only one RLC PDU/UE/subframe. In 3D, the size of the RLC PDUs segmented by the MeNB will be ruled by the flow control function and the MSS of the backhaul link. In case the SeNB schedules a transport block that can carry several RLC PDUs segmented by the MeNB, the above mentioned MAC multiplexing design target would need to be compromised to allow transmission of several RLC PDUs per subframe, if link underutilization is to be avoided. We note that even though MAC already supports such multiplexing, it would increase the effective RLC overhead.
Observation 9 Alternative 3D may require a change of the MAC multiplexing design target to only transmit one RLC PDU per UE per subframe. 
3 
Conclusions
This paper discussed various properties of the intra-bearer UP alternatives. With respect to Architectures 3C and 3D, we made following observations:
Observation 10  Reordering in 3D will negatively impact RLC retransmission performance by increasing the retransmission time. Thus, it seems preferable to handle reordering in PDCP, as in alternative 3C.
Observation 11 3D offers higher retransmission flexibility compared to 3C. However, considering observation 1, 3C will still provide better overall RLC retransmission performance.
Observation 12 As it can be expected that the packet losses in the backhaul are rare (or can be fixed by the Xn protocol), ARQ over the backhaul is not essential for the Uu protocol design.
Observation 13 3C offers better means of indicating transport network congestion to higher layers, if needed.
Observation 14 Architecture having flow control within the ARQ loop of RLC (as in alternative 3D) is difficult to configure and control.
Observation 15 Alternative 3D requires re-segmentation of RLC PDUs in SeNB, which increases the RLC overhead compared to 3C.
Observation 16 From a sequence number range point of view, PDCP is better suited for reordering with a max SN length of 15 bits.
Observation 17 Alternative 3D requires introduction of RLC re-segmentation and UMD PDU segment to RLC UM.
Observation 18 Alternative 3D may require a change of the MAC multiplexing design target to only transmit one RLC PDU per UE per subframe.
Based on these observations, we believe alternative 3C is the best way ahead for intra bearer UP architecture. With alternative 3C, individual optimisation of the Xn and Uu links is possible when it comes to retransmission and flow control support. With 3D, the RLC retransmissions span both Xn and Uu, and individual treatment of Xn and Uu is therefore not possible. We therefore make the following proposals:

Proposal 1 Alternative 3C is selected as the solution for further studies of intra bearer user plane aggregation.
Proposal 2 Include observations 1-5, 7 and 9 into the table comparing alternatives in the TR.
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