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Discussion and decision
1. Introduction

In the RAN2 #2-bis meeting the handling of integrity protection check failure was discussed [1]. Although offline discussion converged towards a particular solution (i.e. solution 3 in [1]), the group could not reach a consensus on the final solution that should be adopted.
The following solutions in [1] should be considered in this email discussion.

Solution 2:

UE autonomous entering to idle mode

Solution 3:

Using RRC connection re-establishment procedure 

Related to the solution 3, more generic security concern was raised on the RRC connection re-establishment procedure during the related offline discussion. The concern was about a potential attack from a malicious UE trying to push a correct UE already in the cell out of connected mode. During an offline discussion it was thought that the raised problem is not essential considering the current random access procedure architecture. It was thought however it is good that the group give thorough thoughts until the next meeting.
2. Problem description
IP check failure could happen due to the following very rare events.

· De-synchronization of input parameter(s) to the algorithm (e.g. COUNT, IK) between network and UE
· False detection of successful CRC in the physical layer

In UTRA RRC, it is specified that the UE shall ignore the message for which IP check has been failed. This seems to suggest that the UTRA specification relies on the network implementation to take an appropriate action when security problem is detected. Most likely network behaviour in this case is to release the RRC connection.
In case of security failure it is appropriate to use RRC CONNECTION RELEASE on CCCH message without IP so that the message will not be discarded by the UE due to IP check failure. However this tool is not available in E-UTRA (i.e. RRC Connection Release is always IPed and sent on DCCH).

3. Solutions

3.1. UE autonomous entering to idle mode (solution 2 in [1])

This is a downlink centralized method that is to rely on the UE to detect IP check failure and entering idle mode autonomously after a certain criterion is met.

In [1] it was proposed to have a means to prevent the UE from going to idle mode only after a single detection of IP check failure. This is because IP check failure can happen with the false detection of CRC. The mechanism can be having a criterion that the UE only enters idle mode after detecting IP check failure X time(s) during period Y.
It is undesirable that the UE and the network remain in a security failure situation. It would be therefore important to ensure that the UE receives multiple DL messages after IP failure is detected. In [1] the use of an UL failure message was proposed for the purpose of invoking further DL messages from the network. 
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Figure-1:  Solution 2

3.2. Using RRC connection re-establishment procedure (solution 3 in [1])

This solution is to try to possibly recover from the security failure situation by relying on the COUNT value reset and KeNB change taking place at the normal RRC connection re-establishment procedure. Additionally this solution takes the advantage of RRC Connection Re-establishment Reject message being transmitted on CCCH.
In this solution, the UE initiates RRC connection re-establishment procedure when the UE has detected IP check failure in the downlink. In [1] it was suggested that the “X times within Y” criterion proposed in the solution 2 is not necessary in this solution 3 because the UE initiating RRC connection re-establishment procedure does not necessarily results in a dropped RRC connection.  The network can try to recover from the security failure as shown in the figure-2 below.
Alternatively, the network could chose not to fix the security problem right after looking at the “short MAC-I” in the RRC Connection Re-establishment Request message which could tell the integrity of the original key that the UE has been using.
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Figure-2:  Solution 3
3.3. Comparing two solutions
It was commented during the discussion in RAN2 #62-bis meeting that the solution 2 is simple from overall system behaviour point of view, while the solution 3 has less impact on the specifications.

The following specification changes are needed for each solution.
Solution 2:

· Specifying the UE behaviour transmitting an uplink failure message after a single DL IP failure

· Defining the UE criteria for declaring the DL security failure (e.g. “X times DL IP failures within period Y”)
· Specifying the UE behaviour entering idle mode upon DL security failure detection

Solution 3:

· Specifying the UE behaviour initiating the RRC connection re-establishment procedure after a single DL IP failure
4. Potential security issue with RRC connection re-establishment procedure

4.1. Issue 1

One concern related to solution 3 was raised in an offline discussion during RAN2 #62-bis meeting. The question that the group needs to answer is whether it is possible for a malicious UE to make the network send an RRC Connection Re-establishment Reject message to a correct UE by inserting a fake RRC Connection Re-establishment Request message.
With the current random access procedure, the RRC Connection Re-establishment Reject message can only be addressed to a Temporary C-RNTI allocated in the Random Access Response message (message 2). This means that a malicious UE possibly can affect only UE(s) waiting for contention resolution addressed to the Temporary C-RNTI.  Furthermore the malicious UE could invoke a RRC Connection Re-establishment Reject message from the eNB only if the fake RRC Connection Re-establishment Request (e.g. incorrect set of old C-RNTI and old PCI, or incorrect short MAC-I) happens to be correctly decoded by the eNB.
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 Figure-3:  Potential security issue with RRC connection re-establishment
RAN2 is asked to discuss the potential issue described above and to conclude whether the problem needs to be addressed in the standards. The decision on the solution for DL IP failure discussed in the section 3 of the present document may need to be postponed if RAN2 considers the problem as essential and that some reformulation of the RRC connection re-establishment procedure would be needed.
4.2. Issue 2

A new potential issue was identified in the email discussion. The problem stems from the fact that both C-RNTI and Physical Cell Identity (PCI) are sent in clear over the air. An attacker can obtain a correct set of C-RNTI and PCI in a particular eNB and can send them to the same eNB in RRC Connection Re-establishment Request together with a fake short MAC-I. There are following possibilities from the eNB point of view.

1. This UE is currently served by the eNB and encountered security problem

2. This UE is a malicious UE

3. This UE is from a cell using the same PCI in another frequency and the eNB has not been prepared for this UE

In any case, the only choice that the eNB has is to send RRC Connection Re-establishment Reject message to send the UE to idle mode.

Now it is not clear how the eNB can determine whether to delete the corresponding UE context. The eNB can only delete the UE context in case of (1) above, but this is not distinguishable for the eNB. In other cases the correct UE in the eNB continues with the RRC connection since it does not receive the RRC Connection Re-establishment Reject message.
One potential solution is to use a new UE identity that is only allocated in a security protected RRC message. Extended identity space compared to C-RNTI may be needed so that the network implementation can ensure the confusion (3) above does not happen.
5. Discussions

Ericsson:
Supports solution 3. Advantage with this solution is that UE does not just "disappear" (in UTRAN this was not allowed either). Solution 3 has no issues and malicious UEs can't impact UEs that are receiving data using a dedicated RNTI (there may be even simpler ways to do local attacks). In addition, with solution 3, advantage is a possibility to recover and, receive knowledge in case security failure happens.
In case of solution 2, an attacker could send false messages to the UE in order to get UE to go away.
NTT DOCOMO:
Shares the views from Ericsson. If the UE autonomously goes to idle, the network cannot take the appropriate action, e.g., there maybe downlink packets arriving but it cannot page. In the solution 3, how the eNB reacts to this request is totally up to operations.
------------------
Samsung:
Prefers the solution 3. Sees the need of the UE detection of "X times within Y" DL IP failure also in case of solution 3.

NTT DOCOMO:
"X times within Y" is not desirable since it delays the diction of security failure, which has impact on user experience.

Qualcomm:
Originally the  "X times within Y" was proposed only for the solution 2 since the consequence of the failure detection is severer. Re-establishment procedure keeps the possibility of connection recovery.
------------------

Motorola:
The solution 1 in the original document [1] could be a solution. Asks why there is no support.
------------------

· Some questions for clarification on the identified issues and the solutions were also received.

· A new potential issue with RRC Connection Re-establishment procedure was identified (captured in 4.2 for further discussion). 

6. Proposed way forward
Preference towards the solution 3 has been shown during the email discussion (i.e. no change from the discussion in the last meeting). One company mentioned the possibility to go for the solution 1, which is basically what we have in E-UTRA RRC.
No concern was raised for the issue discussed in section 4.1.However one new potential issue was identified in the last minutes of email discussion.

As a way forward, it is proposed first discuss the issue captured in section 4.2 so that RAN2 can comfortably make a decision on the solution for DL IP check failure. The solution 3 can be the main candidate for RAN2 agreement unless the issue in section 4.2 is considered to be real and requires changes in RRC connection re-establishment procedure.
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