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1
Introduction
In the last RAN2 meeting, it was agreed that it shall be possible to configure multiple MAC-d flows. In this document, we discuss the consequences of this agreement and propose possible ways forward.
2
Discussion 
DTCH/DCCH transmission on RACH:
If the legacy random access is used for DTCH/DCCH transmission in CELL_FACH state, then UL data from any UE configured logical channel has to be mapped on a single TrCH, which is the RACH. Therefore, there no signaling is needed to describe the mapping of LogCHs on this TrCH, when a state transition is performed.

Multiple MAC-d flows for Enhanced Uplink in CELL_FACH state: 
For each UE in CELL_DCH state, a UE context is established in the Node B by signalling between the RNC and the Node B (e.g. RADIO LINK SETUP REQUEST). At the Node B side each configured logical channel and E-DCH MAC-d flow with its respective properties are therefore know, including e.g.:

· the HARQ profile per MAC-d flow given with the parameter E-DCH MAC-d flow power offset and E-DCH MAC-d flow maximum number of retransmissions;
· the scheduling priority information per logical channel, allowing the Node B to perform priority based UL scheduling by giving grants to individual UEs calculated based on the total buffer status and buffer status of the highest priority channel reported by the UEs with the SI. 
In CELL_FACH state, no UE specific context is available in the Node B. This has an impact on how MAC-d flows and logical channel PDUs are processed at the UTRAN side. Following cases can be distinquished:

1. MAC-d flows are configured individually per UE by the S-RNC as in CELL_DCH state:
In this case, up to 8 E-DCH MAC-d flows could be configured for a UE, each with a different HARQ profile. As no UE context is given in the Node B, this has following consequences:

a. MAC-is PDU delivery at correct reordering queue in MAC-is entity not possible:
The Node B has neither information about the number of MAC-d flows originating from MAC-i to MAC-is nor the de-multiplexing of MAC-is PDUs to the associated MAC-d flow. Following Figure 4.2.4.7-1 of 25.321, there is one reordering queue distribution function per MAC-d flow, which routes the MAC-is PDUs to the correct reordering buffer based on the SRNC configuration. Given per UE configured MAC-d flows, the delivery of MAC-is in the correct reordering queue is not guaranteed. 
As a consequence, it is not possible to configure MAC-d flows in CELL_FACH state one-to-one as in CELL_DCH state. 
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Figure 4.2.4.7-1, copied from 25.321 V8.2.0: UTRAN side MAC architecture / MAC-is details (SHO case, FDD only)

Above problem could be overcome, however the solution requires separate MAC-d flows with a revised MAC-i and MAC-is architecture to be allowed: 
In CELL_FACH state, the association of logical channels with MAC-d flows and the HARQ profiles are provided to a UE the same way as in CELL_DCH state. Thus, from the UE perspective MAC-d flow handling is the same in CELL_DCH state and CELL_FACH state; E-DCH MAC-d flow power offset and E-DCH MAC-d flow maximum number of retransmissions can be configured per MAC-d flow.
But the Node B is not aware the UE specific HARQ profiles. To forward MAC-is PDUs from MAC-i to MAC-is, a “Common UL MAC-d flow” could be introduced per common E-DCH resource. All MAC-is PDUs are forwarded on it to the MAC-is entity. At the MAC-is entity, there is only one reordering queue distribution function, which distributes the MAC-is PDUs according to the logical channel id to the correct reordering buffer. However this means an architectural change both in the MAC-is and MAC-i for the CELL_FACH state, and a reconfiguration of MAC-is when a state transition from CELL_FACH to CELL_DCH is performed. Additionally it has to be clarified if a MAC-d flow configuration received on DCCH in CELL_DCH is applicable also in CELL_FACH state and vica versa.

b. Prolonged common E-DCH resource blocking for implicit resource release:
E-DCH MAC-d flow maximum number of retransmissions can range between 0 and 15. As the Node B is unaware about the maximum number of retransmissions, then if implicit common E-DCH resource release is configured, it has to assume the highest configured “E-DCH MAC-d flow maximum number of retransmissions” used in the system before it can start reallocating the common E-DCH resource another user. This may lead to unnecessary long blocking of common E-DCH resources. 
c. Inefficient UL power scheduling:
The Node B, having being granted an E-DCH power budget, and being aware of the E-DCH MAC-d flow power offsets of the UEs, schedules grants so that all transmissions remain within the allocated UL power budget. However for common E-DCH resource users with no UE context stored in the Node B, it is not be aware of the UE’s E-DCH MAC-d flow power offsets and thus does not know the relation of the allocated power to the maximum data rate, thus reducing its ability to manage either the Node B internal resources or the E-DCH power budget. As a consequence the E-DCH budged, which is shared between CELL_DCH, CELL_FACH and Idle mode users may not be used efficiently.
2. MAC-d flows are commonly configured, i.e. they are broadcasted with the common E-DCH resource information:
Let’s have a look on one example first: The operator limits number of MAC-d flow in CELL_FACH state in a cell to 2. All logical channels with logical channel id 1 to 4 are mapped on the first MAC-d flow, while the remaining logical channel (with LogCH id > 4) are mapped on the second MAC-d flows. 
Such a configuration could be used to provide higher transmission reliability to signaling messages by setting a higher E-DCH MAC-d flow power offset.
The number of configurable MAC-d flows (1 to 8) and the mapping of a LogCH id to a MAC-d flow is configured by the operator and provided as system information to all UEs in the cell. 
Follwing challenges can be identified with this solution: 
a. Complexity in managing LogCH-id to MAC-d flow mapping:
The S-RNC has to be aware of the number of MAC-d flows and the LogCH id to MAC-d flow id mapping for a cell, which is under the control of the C-RNC. The S-RNC then may have to re-configure the RBs/LogChs and the MAC-is entity when ordering the UE from CELL_DCH to CELL_FACH state. A reconfiguration may be also necessary after a cell change of a UE in CELL_FACH or CELL_PCH state, as different mapping configurations may be in place in neighbouring cells. 
b. Reduced flexibility of commonly configured MAC-d flows; 
however as the Enhanced Uplink in CELL_FACH state feature is intendend to allow higher data transmission for a comparatively short time (500 ms or less), the reduced flexibility may not impair the service provision significantly. A use of the CELL_FACH state is anyway only recommendable for applications with can accept some delay and lower data rates after some inactivity. 
One of the objectives for introducing the Enhanced Uplink for CELL_FACH was to exploit the existing E-DCH in CELL_FACH state, allowing higher data rate transmission immediately after the PRACH power ramping. But at the same time, it is recommendable to keep the system impact as limited as possible, which allows fast introduction of this new feature. As we see a significant impact on the MAC architecuture if MAC-d flows can be specified individually per UE by the S-RNC, we make following

Proposal 1: MAC-d flows shall not be configured individually per UE by the S-RNC.


If proposal 1 is seen acceptable, then MAC-d flows can be provided by system information. Similar to CELL_DCH up to 8 MAC-d flows could be configured per common E-DCH resource. However as Enhanced Uplink in CELL_FACH is characterised by a) some delay before a transmission can start, as e.g. a random access may fail, b) high data rates, but lower ones than in CELL_DCH state, and c) the possibility to perform state transition to CELL_DCH within a short time period of 500 ms or less, the need for an elaborate E-DCH MAC-d flow handling is to our understanding not given. Additionally if more than one MAC-d flow can be configured per cell, the S-RNC has to be aware of the provided MAC-d flow combination, retrieve them from the C-RNC before configuring the RBs/LogCHs and the MAC-is entity for a UE in CELL_FACH and CELL_PCH state. The MAC-d flow settings may change from cell to cell, and therefore with each cell re-selection, the S-RNC may have to reconfigure the RBs/LogCHs and MAC-is entity for the UE. 
Given the high complexity of co-ordinating more than one MAC-d flow and given the limited impact of having just one HARQ profile and MAC-d flow during the short duration of E-DCH transmission in CELL_FACH state, we kindly ask the group to review the decision of RAN2#62bis of using more than one MAC-d flow and make following 
Proposal 2: Only one MAC-d flow is used in CELL_FACH state.

Scheduling priority information per logical channel (SPI): Different SPIs for the Node B mean that different UEs get priority over some other UEs in scheduling. However this is by definition late as all users will start Enhanced Uplink in CELL_FACH state when they have something to send. Additionally, the first time the network could act on SPIs is after collision resolution plus one scheduling RTT. But this means that that many of the Enhanced Uplink users have already left the system. Therefore the benefit of separating SPIs in the Node B is small at best and building its support would make the system more complex.
Proposal 3: Scheduling priority for all logical channels shall be the same in CELL_FACH state.
3
Conclusion 
The impact of multiple MAC-d flows was analysed and proposed that
· MAC-d flows shall not be configured individually per UE by the S-RNC, and that

· only one MAC-d flow is used in CELL_FACH state.

The later proposal hereby includes a request to the RAN WG2 group to reverse their decision from RAN2#62bis to allow more than one MAC-d flow being configured for Enhanced Uplink in CELL_FACH state and Idle mode.

Separately from this, it was proposed that the

· scheduling priority for all logical channels shall be the same in CELL_FACH state.



