Page 4
Draft prETS 300 ???: Month YYYY


3GPP TSG-RAN WG2 #56bis
Tdoc R2-070059
Sorrento, Italy, 15. - 19. January 2007
Update of R2-062338

Agenda Item:
5.9
Source: 
Ericsson
Title:  
HARQ-ARQ Interactions for NACK ( ACK error 
Document for:
Discussion, Decision
1 Introduction

Many contributions in RAN2 have been presented and discussed so far on the topic of HARQ and ARQ interactions. However, the benefits of a tight HARQ and ARQ coupling have been questioned lately.

The current status of discussions has revealed the tight coupling between L1/L2 control signaling, scheduling mechanisms and HARQ operation. Thus the HARQ-ARQ interaction should not be discussed in isolation, but rather in conjunction with control signaling and scheduling concepts.

Since the LTE uplink and downlink differ significantly in terms of control signaling and HARQ operation (asynchronous vs. synchronous HARQ) we treat both transmission directions separately. 
2 Downlink NACK(ACK error

2.1 Assumptions

For the downlink transmission the discussion is based on the following assumptions:

· Asynchronous adaptive HARQ 

· L1/L2 control signaling (assignment) sent in conjunction with data includes the Redundancy Version, i.e. if an assignment is received it is known whether new data is sent.
2.2 Options to react to NACK(ACK errors
If the HARQ receiver has not successfully decoded a transport block after one or more HARQ transmissions it responds with a NACK. If a feedback error for this NACK occurs, i.e., the NACK is interpreted as ACK at the HARQ sender, there occurs a residual HARQ error that needs to be treated by the RLC ARQ.
One example for an NACK( ACK error case is shown in Figure 1. On the left side a transmission for that an Residual HARQ error occurred is shown and on the right the error recovery for that transmission. This was split up in two figures for two reasons. First, because messages are overlapping in time and thus a single figure would be confusing. Second, because the right part is identical for different error recovery strategies, but the time when the recovery starts differs (see below). 

If the NACK ( ACK error occurs, the sender has no means to detect that this error occurred. It stops transmitting that transport block and might assign the RBs to a new transmission for the same (as in this case) or another user. A dedicated outer NACK message is needed from the receiver to inform the sender that the error has occurred.
At the HARQ layer, the NACK ( ACK error can be detected either by the expiry of a timer at the HARQ receiver that expires when the maximum time until it should have received a retransmission has elapsed or by receiving a new assignment and transmission (like in this example). Then the receiver flushes the previous HARQ process and responds with an explicit outer NACK message informing the eNodeB that the previous transmission for a particular process had failed. For this a resource request and corresponding grant might be needed as shown in the right part of the figure.
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Figure 1: NACK( ACK error in the downlink, left: data transmission, right: error recovery
The first possible HARQ-ARQ interaction for this error case consists of sending a MAC control PDU (denoted as Outer NACK in the figure) that points to the failed transmission by means of a timing reference or the frame number. Upon reception of this reference the MAC transmitter identifies the affected RLC PDU and triggers the corresponding RLC transmitter. The RLC transmitter may send a retransmission of the PDU or a segment thereof. In this scenario the MAC receiver can already start the recovery phase at event 1., that is when the error is detected at the HARQ receiver. 
An alternative approach would be that the MAC receiver triggers all its RLC receivers, which then send status reports to their transmitting peers in the eNodeB. Note that all active RLC instances must send a status report, since the MAC receiver does not know which RLC instances were affected by the failed HARQ transmission. Clearly, this approach involves more overhead compared to sending a MAC control PDU and mapping that information to the RLC PDUs at the eNodeB. However, as before, the recovery can be started when event 1. occurs. Just the transmitted message content is different to alternative 1. Note, that in this case unnecessary retransmissions might occur, since the RLC status reports are likely to contain incomplete or imprecise information. First, RLC PDUs may be negatively acknowledged that are still being processed by the HARQ and that will arrive soon. Secondly, the failed RLC PDU may not yet be inside the RLC receive window, i.e., no consecutive RLC PDU has been received. In this case, the RLC receiver cannot generate an explicit NACK. In order to recover from those losses the eNodeB must retransmit all not yet acknowledged RLC PDUs if it expected them to have arrived already (according to HARQ feedback) which may result in unnecessary retransmissions. This overhead can be reduced to some extend at the cost of extra recovery delay if the Outer NACK is delayed so that some pending HARQ processes can finish. 
If no close HARQ-ARQ interaction is used, then RLC would have to detect the HARQ failure on its own, i.e., by a missing RLC sequence number. In the example, this happens at the very earliest upon event 2. If RLC PDUs were multiplexed into the transport block that suffered from the NACK( ACK error, it is required that an RLC PDU for each affected RLC instance is received to detect the error. Assuming that the failed transmission affected two RLC instances, it might happen that one RLC (e.g. for TCP traffic) detects the error a few TTIs later when the next transmission is successful, but the other RLC would detect it significantly later, because the traffic on that bearer has a larger interarrival time (or lower QoS priority). An RLC receiver may even detect the HARQ failure too late, i.e., when the RLC transmitter has already removed the RLC PDU from its window or too late for the application. To avoid such irrecoverable failures, polling would need to be used which is costly in terms of signalling overhead. Additionally, to avoid that for each HARQ-related re-ordering a status is sent, the UE has to wait until the reordering guard period elapses (event 3.). That period needs to be chosen according to the maximum number of HARQ transmission allowed and is (N-1)*6 ms, if a HARQ RTT of 6 ms is assumed. I.e. if the maximum number of HARQ transmission N is 5, the guard period is 24 ms. That implies that the error recovery for the scenario without HARQ/ARQ interaction can start at event 3. 
Finally, as was discussed before ‎[2], it is possible to speed up the recovery if RLC polling is used. But since polling can potentially involve a huge amount of status messages, this option should be used with care and only in cases where this mechanism is required, e.g., for signaling traffic.

2.3 Analysis

A comparison of the three mechanisms is provided below:

	
	MAC Control PDU
	RLC Status based HARQ trigger
	RLC Status without HARQ trigger

	Time when feedback is sent
	After an unexpected transport block has been received for a particular HARQ process or when the maximum time for HARQ process reception elapsed.
	After an unexpected transport block has been received for a particular HARQ process or when the maximum time for HARQ process reception elapsed.
	Upon missing PDU detection + guard period to cover RLC PDU reordering due to HARQ retransmissions (e.g. 24 ms)

	Overhead
	Relatively small message pointing to the transmission that failed
	One status per active RLC instance. Potentially unnecessary re-transmissions due to imprecise status.
	One status for the RLC instance that detected a missing PDU. Potentially unnecessary re-transmissions due to imprecise status.


The solution based on the MAC Control PDU and the HARQ triggered status reports differ only in terms of the message size. The MAC Control PDU based approach is regarded as more efficient. 

The option without close HARQ-ARQ interaction introduces a higher delay to recover from the error. This is now evaluated in more detail for three different traffic scenarios:

	
	TCP bulk data
	VoIP
	Signaling (RRC, SIP)

	MAC Control PDU
	Delay between ACK-NACK error occurred until error detected &  MAC control PDU is sent: ~ few TTIs 
	Delay between ACK-NACK error occurred until error detected &  MAC control PDU is sent: interarrival time of Voice packet ~ 20 ms or when the maximum time for HARQ process reception elapsed.
	RLC polling should be used

	RLC Status based on HARQ trigger
	Delay between ACK-NACK error occurred until error detected & Status  is sent: ~ few TTIs
	Delay between ACK-NACK error occurred until error detected &  MAC control PDU is sent: interarrival time of Voice packet ~ 20 ms or when the maximum time for HARQ process reception elapsed.
	RLC polling should be used

	RLC Status without HARQ trigger
	Delay between ACK-NACK error occurred until error detected & Status  is sent: ~ guard period for reordering due to HARQ retransmissions: ~ 30 ms
	Delay between ACK-NACK error occurred until error detected & Status  is sent: ~ interarrival time + guard period for reordering due to HARQ retransmissions: ~ 50 ms
	RLC polling should be used


The analysis shows that close HARQ-ARQ interactions provide benefits for TCP and VoIP traffic in the order of 20 to 30 ms. Critical signaling traffic should rely on RLC polling instead of HARQ ARQ interactions.
This is supported by the simulation results provided in ‎[4], where it is shown that the RLC recovery gain by introducing HARQ-ARQ interactions for the NACK( ACK error case in the order of 20%.

3 Uplink NACK(ACK error

3.1 Assumptions

For the uplink transmission the discussion is based on the following assumptions:

· Synchronous HARQ
· No uplink L1/L2 control signaling, i.e., neither NDI nor Redundancy Version is sent in conjunction with data ‎[1].
· New uplink transmissions are triggered by explicit grants either in form of dynamic grants or semi-persistent grants.

· There exists a predefined Max. No. of HARQ Transmissions for all radio bearers
3.2 Options to react to NACK(ACK errors
Figure 2 shows an example for an uplink NACK( ACK error.
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Figure 2: NACK( ACK error uplink, error detection based on maximum number of HARQ transmissions

If the NACK ( ACK error occurs, the UE has no means to detect that this error occurred. It stops transmitting that transport block. The UE might receive further NACKs from the HARQ receiver, but it does not react to them, since it can not be sure that it is the intended recipient. The resources might have been assigned by the eNodeB to another user as it got an HARQ ACK. However, the eNodeB is expecting retransmissions. 
The NACK ( ACK error is resolved by aborting the process after the eNodeB has counted up to Max. No. of transmission cycles. Then it aborts the HARQ process and responds with an Outer NACK message (again, this could be a MAC control PDU or an RLC Status) informing the UE that the previous transmission for a particular process had failed.

The first possible HARQ-ARQ interaction for this error case consists of sending an Outer NACK in form of a MAC control PDU pointing to the error event and the local trigger from the MAC to the RLC once the MAC control PDU is received. This procedure can be started at event 1 in Figure 2.
An alternative approach would be to trigger the RLC locally at the receiver and to generate status reports for all active RLC instances, since the receiver does not know which RLC instances were affected by the failed HARQ transmission. Clearly, this approach involves more overhead compared to sending a MAC control PDU and mapping that information to the RLC PDUs. Also, there might be unnecessary retransmissions as discussed for the downlink.
If no close HARQ-ARQ interaction is used, then RLC would have to detect the HARQ failure on its own, i.e. by a missing sequence number. Thus, it is required that another RLC PDU for each affected RLC instance is received. Assuming that the failed transmission affected two or more RLC instances, it might happen that one RLC (e.g. for TCP traffic) detects the error a few TTIs later when the next transmission is successful, but the other RLC receiver would detect it significantly later, because the traffic on that bearer has a larger interarrival time (or lower QoS priority). An RLC receiver may even detect the HARQ failure too late, i.e., when the RLC transmitter has already removed the RLC PDU from its window or too late for the application. Also, again, once the eNodeB has detected the SN gap, it still has to wait another reordering guard period as discussed in the downlink section. This delays the error recovery by (N-1) * HARQ RTT ms. This additional guard timer is not needed in case of tight HARQ/ARQ interactions. Thus the corresponding delay of roughly (N-1) HARQ RTT can be saved.
3.3 Analysis

The tables in this section provide a comparison of the alternatives.
	
	MAC Control PDU
	RLC Status based HARQ trigger
	RLC Status without HARQ trigger

	Time when feedback is sent
	After maximum No. of HARQ transmission cycles have completed 
	After maximum No. of HARQ transmission cycles have completed
	Upon missing PDU detection + guard period to cover RLC PDU reordering due to HARQ retransmissions (e.g. 30 ms)

	Overhead
	Relatively small message pointing to the transmission that failed
	One status per active RLC instance
	One status for the RLC instance that detected a missing PDU


These three solutions need to be examined in terms of their potential gains for different traffic scenarios:

	
	TCP
	VoIP
	Signaling

	MAC Control PDU
	Delay between ACK-NACK error occurred until error detected &  MAC control PDU is sent: 
up to N HARQ RTTs 
	Delay between ACK-NACK error occurred until error detected &  MAC control PDU is sent: 
up to N HARQ RTTs
	RLC polling should be used

	RLC Status based on HARQ trigger
	Delay between ACK-NACK error occurred until error detected & Status  is sent: up to N HARQ RTTs 
	Delay between ACK-NACK error occurred until error detected &  MAC control PDU is sent: 
up to N HARQ RTTs
	RLC polling should be used

	RLC Status without HARQ trigger
	Delay between ACK-NACK error occurred until error detected & Status  is sent: up to N HARQ RTTs + guard period for reordering due to HARQ retransmissions: ~ 30 ms
	Delay between ACK-NACK error occurred until error detected & Status  is sent: ~ interarrival time + guard period for reordering due to HARQ retransmissions: ~ 50 ms
	RLC polling should be used


4 Conclusion

Although it is evident that a close HARQ-ARQ interaction can not provide gains in the order of a few percent in capacities, it has been shown that retransmission delays can be reduced in the order of a 20-30 ms. Another advantage of the tight interworking between HARQ and ARQ is its improved error detection capability in cases where the spacing between higher layer data units is larger than the maximum acceptable delivery delay.
We propose to apply for uplink and downlink a tight interworking between HARQ and ARQ for the NACK ( ACK error. The error reporting shall be based on MAC control PDUs and mapping that control information at the sender to the RLC state.

If there is an agreement that the gains justify the introduction of HARQ/ARQ interactions for the NACK( ACK error case, we propose to agree on the following text proposal to be included in ‎[3]. 
5 Text Proposal

9.3
HARQ/ARQ interactions

In HARQ assisted ARQ operation, ARQ uses knowledge obtained from the HARQ about the transmission/reception status of a TB e.g.:

-
If the HARQ transmitter detects a failed delivery of a TB due to e.g. maximum retransmission limit is reached the relevant transmitting ARQ entities are notified and potential retransmissions and re-segmentation can be initiated;

-
If the HARQ receiver is able to detect a NACK to ACK error the relevant transmitting ARQ entities are notified via explicit signalling;

-
If the HARQ receiver is able to detect TB transmission failure it is FFS if the receiving ARQ entities are notified.
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