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1. Introduction
During Rel-18, the issue of collecting data for the training of a network side model was discussed and the following were captured in the TR [1]:
· The general expected data collection principles are: 
· UE to support data logging,
· UE to report the collected data periodically, event-based, and on-demand,
· The UE memory, processing power, energy consumption, signalling overhead should be considered.
· For CSI and beam management use cases, both gNB and OAM-centric data collection will be considered.
· For positioning use case, LPP protocol (if data is collected by UE) and NRPPa protocol (if data is collected by the gNB) will be considered.
In RAN2-125bis, the following agreements were made regarding data collection for the training of a network-sided model [2]:
Agreements
1	For the NW-side data collection related to beam management use cases, RAN2 to consider gNB-centric and OAM-centric approaches	
2	We aim that the same measurement framework is applied to both gNB-centric data collection and OAM-centric data collection for NW-side data collection.
3	RAN2 supports enhancements to MDT for data collection framework for training.  FSS Whether to enhance logged or immediate MDT

In this contribution, we discuss further details of data collection for the training of a network-sided model for the beam management and positioning use cases. 
2. Discussion
2.1 Data collection for beam management use case
As discussed above, both gNB-centric and OAM-centric approaches are within the scope of rel-19 for the beam management use case. 
2.1.2 gNB-centric data collection
For gNB-centric data collection for offline training of a network-sided model, L3 signalling (e.g., based on L3 measurement reporting) and L1 signalling (e.g., based on UCI) can be used for the reporting of L1-RSRPs and/or beam IDs that are needed for training the model.
RAN1 has already confirmed that for the purpose of inference, L1 signalling will be used [3]. For signalling design of training, most of signalling design for inference can be reused. The major difference between training and inference is number of beams to be reported as signalling for training usually requires relatively larger number of beams than inference. In addition, beam indexes do not need to be reported if the UE reports the whole Set A beams. Considering these aspects, use of L1 signalling for training does not require significant specification impact and required overhead can be properly managed (e.g., via aperiodic CSI in PUSCH as the training is one shot event if needed). In addition, on top of the signaling design for inference, additional overhead reduction schemes can be considered if needed. However, discussions are still undergoing in RAN1 whether L1 signalling can also be used for training purposes. 

Observation 1: L1 signalling for training is beneficial as it does not require significant specification impact and required overheads are manageable (e.g., by not reporting beam indexes explicitly). 
Observation 2: RAN1 is still discussing whether L1 signalling can be used for data collection for training purposes for the beam management use case. 

However, while waiting for the RAN1 decision on that, some baseline discussion can be made in RAN2 regarding the L3 signalling that can be used for such purposes. Our understanding is that there is no need to define a new L3 signalling framework and the current RRM measurement framework already fulfils most of the requirements identified for network side data collection that were identified during the study phase (as described above).  For example, RRM measurement reporting already allows event-based and periodic reporting, and the main enhancements required to fulfil the requirements will be the possibility of logging of measurements instead of just a one-shot reporting and reporting these logged measurements on demand/request from the network. Additional IEs for the information that is currently not included in the L3 measurement reporting but needed for AIML model training (e.g., raw/unfiltered L1 measurements) need to be introduced. 
Another advantage of using the RRM measurement framework is that it automatically fulfils the RAN2 agreement to have a unified measurement framework for both gNB-centric and OAM-centric data collection, as the OAM based measurement configuration/reporting (if immediate MDT is used) is currently based on L3 measurement framework (i.e., the signalling between the UE and then gNB). That is, whatever enhancements will be made on the RRM measurement framework will become readily available for the OAM centric approach as well.

Observation 3: The L3 RRM measurement framework fulfils most of the requirements for network-side data collection agreed during the study phase in rel-18 (e.g., periodic reporting, event-based reporting) 
Observation 4: Any enhancements made for the L3 RRM measurement framework will become readily available for the OAM-centric approach (e.g., if immediate MDT is used, where the signalling between the UE and the gNB is the L3 RRM measurement configuration). 

Proposal 1: If L3 signalling is to be used for data collection for the training of a network-sided model for the beam management use case, the RRM measurement framework will be the baseline.
2.1.1 OAM-centric data collection
For OAM-Centric data collection, there are currently two mechanisms: logged MDT and immediate MDT.
MDT can be management-based or signalling-based. In management-based MDT, the MDT task is initiated by the CN without targeting a specific UE (i.e., up to the RAN to select the UE(s) for that task), while in signalling-based MDT, the task is initiated towards a specific UE by the CN.
2.1.1.1 logged MDT
Logged MDT is used for collecting measurements from IDLE/INACTIVE UEs. 
Logged MDT configuration is received by the UE while the UE is in CONNECTED mode (LoggedMeasurementConfiguration RRC message), and contains the following main configuration:
· Trace related information (e.g., identification of the tracing session)
· Validity area (e.g., cells, PLMN, etc., where the UE should collect the data)
· Logging duration (between 10min and 2hrs)
· Whether the logging is performed periodically, or event based (e.g., when out of coverage is detected, when serving cell falls below a certain threshold like in an A2 event) 
The UE performs the logging while in IDLE/INACTIVE for the specified logging duration (logging duration timer is started upon the reception of the logged measurement configuration and not upon transition to IDLE/INACTIVE), while camping in cells that are within the validity area (if configured), and according to the periodic or event-based configuration. The UE may stop the logging even before the logging duration has elapsed if the memory that is reserved for logging measurements becomes full.
Upon transition to CONNECTED state, the UE indicates that logged measurement is available (e.g., in RRCSetupComplete or RRCResumeComplete), and the network may request the UE to send the logged measurements by sending it the UEInformationRequest message, and the UE sends the logged measurement using UEInformationResponse (using SRB2).
The UE is allowed to delete logged measurements 48 hours after the logging has stopped (if the network has not requested it during that time).
2.1.1.2 immediate MDT
Immediate MDT is configured for collecting measurements of CONNECTED UEs, and is configured the same way as RRM measurements (i.e., MeasConfig and associated IEs) and the triggering of the report is thus according to RRM measurement reporting (periodic or event based), where the UE sends a one-shot measurement result at the time of measurement reporting, but also including detailed location information (e.g., GNSS location), if available. The report is sent via SRB1 like any other RRM measurement report.
2.1.1.3 logged MDT vs immediate MDT
For fulfilling the identified data collection requirements during rel-18, both logged MDT and immediate MDT can be used as a baseline, with some enhancements:
· Logged MDT enhanced to support CONNECTED mode operation and event based/periodic reporting (event based/periodic logging is already supported for logged MDT, but the reporting is currently just on demand upon request from the network), or
· Immediate MDT enhanced to support logging and on demand reporting (currently immediate MDT supports only event based/periodic logging)

Observation 5: The following enhancements are needed to make logged MDT fulfil the data collection requirements for training of a network side AIML model: support of CONNECTED state, event based reporting and periodic reporting.

Observation 6: The following enhancements are needed to make immediate MDT fulfil the data collection requirements for the training of a network side AIML model: measurement logging and on-demand reporting.

In the TR, it has been captured that [1]:
At least for the use cases studied in this study item, it is assumed that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting).

Additionally, immediate MDT configuration/reporting, as explained above is based on RRM measurement configuration and reporting, and enhancements to the framework will require less specification impact as compared to enhancements to logged MDT. For example, whatever enhancements done for gNB centric data collection will become readily applicable for the OAM centric approach if immediate MDT is used. 

Observation 7: Immediate MDT is aligned with the recommendation made in the rel-18 study phase that data collection framework should focus on RRC_CONNECTED state. 

Observation 8: Immediate MDT is aligned with the RAN2 agreement that a single measurement framework is to be used for both gNB and OAM centric data collection. 

During the online discussion at RAN2-125bis, some UE vendors raised some concerns regarding logging of training data at the UE [2]. Our understanding is that logging will not be a mandatory requirement (i.e., it will be based on UE capability). Thus, the network can configure logging and reporting of logged measurements for those UEs that support it and can acquire one-shot measurements for those that do not (e.g., using periodic or event-based reporting, as in legacy).

Observation 9: Logging for immediate MDT, if introduced, will be an optional feature and network can still collect non-logged (i.e., one-shot) measurements from UEs that do not have logging capability. 

Considering all the above, we propose:

Proposal 2: Immediate MDT is the baseline framework for OAM-centric data collection for the training of a network-sided model.
Proposal 3: Enhance the immediate MDT framework to support measurement logging and on-demand reporting.
Proposal 4: Immediate MDT measurement logging is an optional feature (i.e., based on UE capability). 

2.2 Data collection for the positioning use case
According to the Rel-19 WID [4], the following cases are considered as first priority for the positioning use case:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning

Since this contribution concerns network side models, Case 1 is not relevant for this contribution.
The current measurement reporting framework for positioning is based on LPP (e.g., data collected by the UE and reported to the LMF, assistance information is sent from the LMF to UE) and NRPPa (data collected by the gNB and reported to the LMF, assistance information is sent from the LMF to gNB).  
For Case 3b, the gNB can make measurements on the received SRS or SRSp (SRS for positioning purpose) transmitted by UEs and send measurements to the LMF via NRPPa. 
Thus, for case 3b, our recommendation is to reuse these protocols for collecting data for model training of a network side model and do not consider a new framework.
Observation 10: For positioning Case 3b, NRPPa can be used/enhanced to support data collection from gNBs for the training of the LMF-side model. 

Proposal 5: RAN2 to confirm that no specification enhancements are needed for LPP to support data collection for the training of the LMF-side model (positioning use case 3b).

For Case 3a, the gNB can send AIML inference such as LOS indicator or timing measurements, as agreed in RAN1#116, to the LMF [5]. Data collection can be done by the gNB through measuring the received SRS or SRSp transmitted by UEs. The collected data can be used to train an AIML model that yields the LOS indicator or timing measurements.
The following note has been captured in the TR where the LMF may assist the gNB to collect data [1]:
For gNB-side model, training data can be generated by the gNB, while the termination point for training data may include the gNB, or OAM. 
	Note: RAN2 identified the case in which LMF may be used for gNB-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.
The current specification ([6]) allows the LMF to request specific SRS or SRSp configurations for the gNB. Furthermore, if needed, the LMF can assist the gNB to collect data using the current NRPPa. In addition, the gNB can autonomously configure SRS or SRSp via RRC for UEs for data collection where the RRC specifications offers flexible SRS and SRSp configurations. In RAN1, the following agreement was made in RAN1#116b which indicates that the label and its related data can be generated by the LMF. Therefore, NRPPa can be used to transfer the label and its related data to the gNB.
	Agreement
For training data generation of AI/ML based positioning Case 3a, the label and its related data (e.g., time stamp) can be generated by at least:
· LMF 
Note: transfer of label and its related data is out of RAN1 scope. 
Note: whether other network entities can generate label for Case 3a is out of RAN1 scope. 



Observation 11: For positioning Case 3a, NRPPa can be used/enhanced to forward label and its related data from the LMF to the gNB.

Thus, we propose: 

Proposal 6: RAN2 to confirm that no specification enhancements are needed for LPP or RRC to support data collection for the training of the gNB-side model (positioning use case 3a)
4. Conclusion
In this contribution, the issues of data collection enhancements for the training of a network-sided model were discussed, and the following observations and proposals were made:

Observation 1: L1 signalling for training is beneficial as it does not require significant specification impact and required overheads are manageable (e.g., by not reporting beam indexes explicitly). 
Observation 2: RAN1 is still discussing whether L1 signalling can be used for data collection for training purposes for the beam management use case. 
Observation 3: The L3 RRM measurement framework fulfils most of the requirements for network-side data collection agreed during the study phase in rel-18 (e.g., periodic reporting, event-based reporting) 
Observation 4: Any enhancements made for the L3 RRM measurement framework will become readily available for the OAM-centric approach (e.g., if immediate MDT is used, where the signalling between the UE and the gNB is the L3 RRM measurement configuration). 
Observation 5: The following enhancements are needed to make logged MDT fulfil the data collection requirements for training of a network side AIML model: support of CONNECTED state, event based reporting and periodic reporting.
Observation 6: The following enhancements are needed to make immediate MDT fulfil the data collection requirements for the training of a network side AIML model: measurement logging and on-demand reporting.
Observation 7: Immediate MDT is aligned with the recommendation made in the rel-18 study phase that data collection framework should focus on RRC_CONNECTED state. 
Observation 8: Immediate MDT is aligned with the RAN2 agreement that a single measurement framework is to be used for both gNB and OAM centric data collection. 
Observation 9: Logging for immediate MDT, if introduced, will be an optional feature and network can still collect non-logged (i.e., one-shot) measurements from UEs that do not have logging capability. 
Observation 10: For positioning Case 3b, NRPPa can be used/enhanced to support data collection from gNBs for the training of the LMF-side model. 
Observation 11: For positioning Case 3a, NRPPa can be used/enhanced to forward label and its related data from the LMF to the gNB.

Proposal 1: If L3 signalling is to be used for data collection for the training of a network-sided model for the beam management use case, the RRM measurement framework will be the baseline.
Proposal 2: Immediate MDT is the baseline framework for OAM-centric data collection for the training of a network-sided model.
Proposal 3: Enhance the immediate MDT framework to support measurement logging and on-demand reporting.
Proposal 4: Immediate MDT measurement logging is an optional feature (i.e., based on UE capability).
Proposal 5: RAN2 to confirm that no specification enhancements are needed for LPP to support data collection for the training of the LMF-side model (positioning use case 3b).
Proposal 6: RAN2 to confirm that no specification enhancements are needed for LPP or RRC to support data collection for the training of the gNB-side model (positioning use case 3a).
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