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Introduction
In RAN1 #90 meeting, the following agreement was made [1]:
	Agreements:
· For DL, limited buffer rate matching (LBRM) is supported and is applied per HARQ process.
· NR limits transmit buffer corresponding to a largest TBS coded at rate RLBRM.
· RLBRM =2/3 is supported. 
· Largest TBS for LBRM for DL should at least take into account UE capability
· Details FFS (e.g., based on UE signalling, gNB configuration w.r.t. highest mod order, etc.)
· Note: this does not prevent the possibility of defining a single largest TBS used for LBRM in Rel-15



This is an updated contribution to [4] from RAN1#90bis where, given the above agreement, we would like to further share our findings on UE HARQ soft buffer provisioning and management.
Transmit buffer rate matching
Although it would be tempting to not restricted the amount of buffering present on the transmit side of a HARQ process, this has quite significant implications on the complexity of the LDPC decoder. Unlike previous turbo codes, the complexity of an LDPC decode scales with CR. To achieve the headline rates of NR of 20Gbps the decoder needs to be provisioned for reasonable average iteration count at these headline rates. Each re-transmission of a process that halves the CR will roughly more than double the decoder complexity for that particular process. The exact scaling factor depends on LDPC PCM edge count for the two CRs, but the higher the initial CR the more extreme the scaling. Refer to Table 1 for some examples of scaling for decoding BG1 from [2]. This can only be compensated for by either reducing the average iteration count for re-transmission decodes relative to first transmission decodes or by adding more parallelism to the decoder or both. It should be noted that headline rates are in practice a rarity. In short, unlike in turbo coding, the sizing of the transmit buffer has a direct impact on the receiver’s LDPC decoder complexity.
[bookmark: _Ref494464848]Table 1 First order LDPC decoder scaling relative to code rate
	BG1 PCM size
	Code Rate
	Edge count
	Relative complexity

	5x27
	8/9
	79
	1.0

	10x32
	3/4
	122
	1.54

	13x35
	2/3
	144
	1.82

	30x52
	4/9
	240
	3.04

	46x68
	1/3
	316
	4.0



It is thus desirable to implement LBRM at the transmit buffer with a reasonable CR such that the decoder is not over provisioned at the headline rate it is to be designed for. 
Agreement: For DL, limited buffer rate matching (LBRM) is supported and is applied per HARQ process.
· NR limits transmit buffer corresponding to a largest TBS coded at rate RLBRM.
· RLBRM =2/3 is supported.

With RLBRM defined we can see the effect it will have on decoder complexity reduction in Figure 1. In Figure 1 the complexity has been normalised to the complexity of the maximum bandwidth case when RLBRM = 2/3 is applied. While LBRM has enabled a huge 2.2x complexity reduction, it is interesting to note that due to the edge distribution of the LDPC BG1 PCM [2] the complexity actually rises by about 15% at 1/2 maximum bandwidth. This nominal rise is not of any concern, but it does show quite clearly that the UE decoder power cannot scale with BWP BW.
[image: ]
[bookmark: _Ref498677726]Figure 1: Effect of LBRM on decoder complexity reduction
In particular, for 1/2 max BW, NR UE needs to apply the same clock frequency setting as max BW, while in LTE with a turbo decoder the UE can scale its clock frequency for a smaller BW/CA setting. This can be seen in Figure 2. Since power consumption is proportional to the clock frequency applied there is some concern about an inferior user experience in NR relative to LTE. The same is true for NR UL where a gNodeB will have critical decoding complexity when supporting 2 highest-MCS UEs with 1/2 max BW for each which is twice that of supporting a peak-rate UE with max BW. The reason is the soft buffer size determined by the max TBS can accommodate code rate down to 1/3 for each UE with 1/2 max BW. To resolve this issue, we think the “reference TBS” concept will be useful if this TBS also scaled with some reference BWP BW settings. This proposal will be presented in more detail in the next section.
[image: ]
[bookmark: _Ref498680132]Figure 2: Critical complexity comparison between NR and LTE
[bookmark: _Ref494204220]UE soft buffer dimensioning in NR
To take full advantage of most of the benefit of HARQ in all possible scenarios, there should at least be sufficient buffering within the UE to store all data relating to an initial transmission and a first re-transmission. This would imply a HARQ buffer dimension at least as large as the initial transmission and an accompanying slot buffer holding the first re-transmission. The upfront silicon cost of buffering is of course two-fold. The cost of the buffer itself and then the cost of the decoder complexity in order to achieve decoding of all the data stored in these buffers. As such, an NR LDPC decoder should be provisioned to at least decode this data at its native first transmission CR with reasonable average iteration count. There is the added ongoing UE power consumption cost to buffering where a smaller buffer is always better as is a smaller contiguous fraction of active buffering. A non-contiguous fragmented buffer is sometimes impossible to place in a low power mode, depending on how badly fragmented the buffer and how small are the physical partitions of the underlying memory. 
The exact impact of buffer dimensioning is only relevant at the highest possible TBS(s) and would in turn depend on the final TBS calculations. Here we propose a formula for provisioning soft buffer space on a per HARQ process basis. This removes any ambiguities around how much buffering should be used in different scenarios i.e. combinations of HARQ process count and carrier count, and enables the hardware decoder and HARQ management to easily scale their power consumption based on active load as well as their area/MIPs based on capability.
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[bookmark: _GoBack]
 could also be substituted here, such as for maximal coded bits per layer per TTI, which is effectively what equation (2) is trying to portray, albeit without provisioning for any other control overhead within a TTI. The important point for this proposal is that it is a per-HARQ process maximum. This has huge implications to the static/predictable scalability of UE power consumption w.r.t. layer number and bandwidth allocation for a UE. Whether some or all of the parameters listed and used above in equations (1) and (2) are signaled via DCI (high speed update), signaled via RRC messaging (low speed update) or attached to the capability (completely static), it is important to be able to predictably scale the power consumption and decoder area/MIPs accordingly. For more information on BWP please refer to [3].
Proposal 1: Provision the UE HARQ soft buffer as a per-HARQ process soft buffer using formulas (1) and (2) rather than a total HARQ buffer allocation.
If we now select some appropriate switching points for the reference TBS we are able to reduce the worst case decoder complexity to be in line with that of LTE and more importantly allow the decoder clock frequency, and therefore also its power consumption, to scale with UE BWP BW.
	
	
	(3)



The effect of this proposal on bringing the complexity in line with that expected of LTE can be seen in Figure 3. Regarding the performance concern on reducing soft buffer size, equation (3) is carefully designed so that the reduced soft buffer can still accommodate code rate 1/2 or lower. Since practical HARQ operation rarely requires more than 2 transmissions, the design can thus ensure performance loss rarely observed. In general, the reference TBS design should balance the HARQ performance and decoder complexity reduction so as to realize the best user experience for NR.
[image: ]
[bookmark: _Ref498680781]Figure 3: Proposal 2
Proposal 2: Provision the UE HARQ soft buffer based off a reference TBS that is proportional to BW, as shown in (3).
UE soft buffer management in NR
To enable the best re-use between carriers and HARQ processes, HARQ buffering should be managed as a circular write buffer rather than a fixed partition per HARQ process buffer like what previous 3GPP standards have defined. Note that the reading of the circular buffer may not always be consecutive, in that its start position can be positioned based on the HARQ process of interest, but will still be circular in the sense that the read pointer will wrap on end of buffer. HARQ processes should be scheduled in the same order over time and therefore a particular unfinished process should not linger in the transmit/receive buffer any longer than any other HARQ process. This places a minor restriction on any gNB scheduler at the extreme benefit of a highly efficient use of the shared receiver HARQ buffer with none of the complexities of partitioning the HARQ buffer. The restriction would be a strong but not absolute requirement to maintain a consistent HARQ process schedule order which has to be present anyway due to higher layers’ buffering limits.
In the event that a HARQ process may be missed due to control channel (DCI) errors, or for some other scheduler reason, a simple monitor of HARQ process number could initiate an immediate move to the back of the buffer of any HARQ process that was seen to be skipped. If a HARQ process lingers in the HARQ buffer due to several re-transmissions, each such re-transmission should initiate a read from its current circular buffer position, chase or IR combine and write to the back of HARQ circular buffer. The result is a system that always reads previous HARQ data from the HARQ buffer and writes new chase or IR combined HARQ data to the back of the HARQ circular buffer. No complex de-fragmentation schemes are necessary in this scheme as the circular buffer mechanism will take care of all the memory management complexity automatically. This would work equally well among several simultaneous independent carriers carrying their own HARQ processes.
Proposal 3: Define a per HARQ buffer dimension without partitioning the total HARQ buffer among HARQ process or carriers, leaving the partitioning and management as a UE implementation detail.
LTE and NR dual-connectivity (DC)
[bookmark: _Ref494368402]UE soft buffer management
The same HARQ circular buffer scheme described in section 3 could be adopted across DC sharing, provided LTE eNB schedulers adopt the same strategy. It is unlikely that LTE will do so. It is also likely that first drafts of NR products will be distinct designs, separate from LTE which would further prohibit sharing of HARQ buffer space between NR and LTE.
Proposal 4: Assume no HARQ buffer sharing between LTE and NR in DC mode.
UE soft buffer dimensioning
Given the same arguments as those put forth in section 5.1 separate maximum HARQ buffer allocations should be allocated for LTE and NR independently with no assumptions about any form of HARQ buffer sharing.
Proposal 5: No assumptions about HARQ buffer sharing should be made when provisioning HARQ buffers for LTE and NR DC mode.
Conclusion
In this technical document we presented arguments that have led to the following proposals that should be considered by 3GPP for adoption.
Proposal 1: Provision the UE HARQ soft buffer as a per-HARQ process soft buffer using formulas (1) and (2) rather than a total HARQ buffer allocation.
Proposal 2: Provision the UE HARQ soft buffer based off a reference TBS that is proportional to BW, as shown in (3).
Proposal 3: Define a per HARQ buffer dimension without partitioning the total HARQ buffer among HARQ process or carriers, leaving the partitioning and management as a UE implementation detail.
Proposal 4: Assume no HARQ buffer sharing between LTE and NR in DC mode.
Proposal 5: No assumptions about HARQ buffer sharing should be made when provisioning HARQ buffers for LTE and NR DC mode.
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