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1 Introduction

The following remaining issues on HARQ will be discussed in this paper:

· The HARQ processing time, 

· Confirm the values of (N1,N2) for slot-based for slot-based scheduling in the non-CA case with single numerology for PDCCH, PDSCH, and PUSCH
· Provide the evaluation results and principles for UE processing time evaluation in carrier aggregation, mixed numerology, and for mini-slot scheduling
· The HARQ process number

· The signaling design for HARQ timing indication
· The principles of HARQ-ACK multiplexing and HARQ-ACK bundling
The following definitions will be used in this document:
· For slot-based scheduling, 

· DL data reception in slot N and corresponding acknowledgment in slot N+K1

· UL assignment in slot N and corresponding uplink data transmission in slot N+K2

· UL ACK/NACK reception in slot N and corresponding retransmission  of data (PDSCH) on DL in slot N+K3
· UL data reception in slot N and corresponding acknowledgment in slot N+K4 
2 HARQ processing time

2.1 HARQ processing time for non-CA case with single numerology for PDCCH, PDSCH, and PUSCH
In RAN1#90 meeting, the conditions for the HARQ processing time are listed as in table 1.
Table 1. Candidate factors for UE processing time (N1,N2)
	
	N1
	N2

	Nominal assumptions
	Single carrier / Single BWP / Single TRP

· Full range of MCS and multi-layer support up to the 4-layer MIMO and 256-QAM

· Up to 3300 active subcarriers2
PDCCH

· Same numerology / BWP as PDSCH

· Single grant monitored for PDSCH

· 44 blind decodes, single symbol CORESET

PDSCH

· PDSCH does not precede PDCCH

· 14-symbol slot-based scheduling

· Frequency-first RE-mapping, no time-interleaving of CBs across TB

PUCCH 

· Short formats for HARQ-ACK
	Single carrier / Single BWP / Single TRP

· Full range of MCS and multi-layer support up to the 2-layer MIMO and 64-QAM

· Up to 3300 active subcarriers

PDCCH

· Same numerology / BWP as PUSCH

· Single grant monitored for PUSCH

· 44 blind decoding, single symbol CORESET

PUSCH

· 14-symbol slot-based scheduling

· No time-interleaving of CBs across TB 

· DFTsOFDM or OFDM

· Front loaded DMRS for low latency4
· No UCI multiplexing

	Candidate factors 
	· SCS

· DMRS configuration3
· [Percentage of peak rate]

· [RE-mapping1]
	· SCS

· RE-mapping (depending on specification)1 

· [Percentage of peak rate]




1Preferred RE-mappings may be specified in cases where decisions are pending.
2Some consideration can also be given to N1 when the 3300 active subcarriers are achieved with carrier aggregation. 
3Front loaded and distributed patterns are assumed. For front loaded, the 3rd and 4th symbols have DMRS. 
4N2 is measured from the start of DMRS (since front-loaded assumption is made). One DMRS is TDM with PUSCH.

Some nominal assumptions in Table 1 became the RAN1 agreements. For example, RAN1 agreed that there is no time-interleaving of CBs across TB and time-first-RE mapping in Rel-15. So the nominal assumptions of table 1 were simplified to for slot-based scheduling in the non-CA case with single numerology for PDCCH, PDSCH, and PUSCH in RAN1#90bis[1]. However, when the conditions are changed, we need to revisit the processing time. For example, the time-first-RE mapping is beneficial to some high-speed scenarios. It may be introduced in the future release. In this case, the processing time should be revisited. 
Observation 2-1: The UE HARQ processing time should be revisited in Rel-16 even for the normal capability UE.
Based on the current agreed conditions, we show our initial evaluation results for N1/N2 for slot-based scheduling in the non-CA case with single numerology for PDCCH, PDSCH, and PUSCH in following table.

Table 2. UE Processing Time and HARQ Timing
	Configuration 
	HARQ Timing Parameter 
	Units 
	15 KHz SCS 
	30 KHz SCS 
	60 KHz SCS 
	120 KHz SCS 

	Front-loaded DMRS only 
	N1 
	Symbols 
	3 
	4.5 
	12 
	15 

	Front-loaded + additional DMRS 
	N1 
	Symbols 
	12 
	13
	16.5 
	21 

	Frequency-first RE-mapping 
	N2 
	Symbols 
	3 
	4.5 
	15 
	20 


In RAN1 #91bis, RAN1 agreed that capability #1 is the baseline capability that all UE vendors can be achieved with acceptable cost. Based on our evaluation results and the previous evaluation results by other UE vendors [1], we propose to use table 3 as the baseline UE processing time capability in NR Release 15 at least for slot-based scheduling in the non-CA case with single numerology for PDCCH, PDSCH, and PUSCH.
Proposal 2-1:  Take table 3 as the baseline UE processing time capability in NR Release 15 at least for slot-based scheduling in the non-CA case with single numerology for PDCCH, PDSCH, and PUSCH.
Table 3. UE Processing Time and HARQ Timing (Capability #1)

	Configuration
	HARQ Timing Parameter
	Units
	15 KHz SCS
	30 KHz SCS
	60 KHz SCS
	120 KHz SCS

	Front-loaded DMRS only
	N1
	Symbols
	8
	10
	14
	21

	Front-loaded + additional DMRS
	N1
	Symbols
	13
	13
	17
	21

	Frequency-first RE-mapping
	N2
	Symbols
	9
	11
	17
	31


In addition, a more aggressive capability (capability #2) can be defined in the standard for low latency services. The values for capability #2 are in ranges. The ranges are only about 70us. For the latency performance point of view, it is not a big gap between 2.5OS or 3OS. In addition, the processing time for distributed DMRS case, the difference between capability #1 and capability #2 is only one symbol. So we propose to merge them together to simplify the conditions. So we propose to take the following table as the aggressive UE processing time capability in NR Release 15 for slot-based scheduling in the non-CA case with single numerology for PDCCH, PDSCH, and PUSCH. 
Proposal 2-2:  Take table 4 as the aggressive UE processing time capability in NR Release 15 at least for slot-based scheduling in the non-CA case with single numerology for PDCCH, PDSCH, and PUSCH.
Table 4. UE Processing Time and HARQ Timing (Capability #2)

	Configuration
	HARQ Timing Parameter
	Units
	15 KHz SCS
	30 KHz SCS

	Front-loaded DMRS only
	N1
	Symbols
	3
	5

	Frequency-first RE-mapping
	N2
	Symbols
	4
	6


2.2 HARQ processing time for non-slot based scheduling
We can’t simply take the processing time for slot-based scheduling as the baseline for non-slot based scheduling. The N1 is defined as the number of OFDM symbols from the end of NR-PDSCH reception to the earliest possible start of the corresponding ACK/NACK transmission from UE perspective. Based on the frame structure, some data processing has done paralleled with PDSCH reception and some not. For example, for front-loaded DMRS only, slot-based scheduling with SCS 15kHz, the N1 can be shown as in the following equation because the demodulation operations for other symbols than the last symbol of PDSCH has been demodulated and only the last CB carried in the symbols other than the last symbol of PDSCH hasn’t been decoded paralleling with the PDSCH reception: 

[image: image1.wmf]others

harq

UL

decode

de

FFT

front

slot

N

T

T

T

T

T

T

+

+

+

+

=

,

mod

,

15

,

,

1

     (2-1)
Where, 
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: The processing time for FFT/IFFT per symbol. 
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Figure 1. Processing time for conditions: front-loaded DMRS only, slot-based scheduling, and 15kHz SCS
For the non-slot based scheduling, for example, 2-OS length non-slot based scheduling with SCS 15kHz, the N1 can be shown as in the following equation:
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: The processing time for PDCCH demodulation, decoding and parser.
Note that because the processing time can’t be counted in the PDSCH reception time for this case, 
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Figure 2. Processing time for conditions: 2-OS length scheduling, 15 kHz SCS
Observation 2-2: The processing time for non-slot based scheduling should be considered case by case.
The following table gives our evaluation results. The values for slot-based scheduling are included too. In the following table, “-“ means it is not applicable. 
Table 5. Evaluation results for Non-slot Based Scheduling
	
	Configurations
	Unit
	15 kHz
	30 kHz
	60 kHz
	120 kHz

	N1
	2-OS Front-loaded DMRS only
	Symbols
	5
	-
	-
	-

	
	4-OS Front-loaded DMRS only
	Symbols
	6
	8
	-
	-

	
	7-OS Front-loaded DMRS only
	Symbols
	3
	6
	7
	-

	
	7OS, Front-loaded + additional DMRS
	Symbols
	7
	9
	10
	-

	
	14-OS Front-loaded DMRS only
	Symbols
	3
	5
	12
	15

	
	14OS, Front-loaded + additional DMRS
	Symbols
	13
	13
	17
	21

	N2
Frequency-first RE-mapping
	2-OS
	Symbols
	2
	-
	-
	-

	
	4-OS
	Symbols
	2
	3.5
	-
	-

	
	7-OS
	Symbols
	2.5
	4
	10.5
	-

	
	14-OS
	Symbols
	3
	4.5
	15
	20


We can see that some values are quite close to each other. To simply the standards, we propose to take the following table as the baseline for non-slot based scheduling. 

Proposal 2-3:  Take table 6 as the UE processing time capability in NR Release 15 for non-slot-based scheduling in the non-CA case with single numerology for PDCCH, PDSCH, and PUSCH.
Table 6. UE Processing Time and HARQ Timing for Non-slot Based Scheduling 

	Configurations
	Unit
	15 kHz
	30 kHz
	60 kHz

	N1
	2-OS Front-loaded DMRS only, 

4-OS Front-loaded DMRS only, 

7-OS Front-loaded + additional DMRS
	Symbols
	7
	9
	10

	
	7-OS Front-loaded DMRS only
	Symbols
	3
	6
	7

	N2

	2-OS, 4-OS, 7-OS
	Symbols
	3
	5
	11


In addition, if any of the processing time in the pipe line is greater than the scheduling period, the processing will be blocked. The processing time for PDCCH processing and the interaction time between software and hardware may be the most critical bottle necks based on our evolutions. To keep the UE pipe line processing, the TTI length for the continuous reception should not be too short. Based on our evaluations, the minimum scheduling length should be no less than 125us. 
Proposal 2-4: The minimum time period for any of two continuous scheduling should be no less than 125us.  The minimum time period for any of PDCCH monitoring occasion should be no less than 125us. Depends on the SCS, the minimum time period for any of two continuous scheduling is as following
· 2OSs for 15kHz SCS

· 4OSs for 30kHz SCS

· 7 OSs for 60kHz SCS

· 14 OSs for 120kHz SCS

2.3 Processing time for mixed numerologies scheduling
To define the processing time for mixed numerologies scheduling, we can separate the whole processing for two parts, DL processing part and UL processing part. The basic principle is that the time for DL processing should be evaluated using the DL numerology and the time for UL processing part should be evaluated using the UL numerology.

For N1, the processing on UL includes ACK/NACK coding, mapping, FFT and modulation. The short PUCCH takes only small percentage of total N1. Of all the ACK/NACK processing, some of processing is independent to the SCS, for example, coding time is fixed. Others can be changed with SCS, for example, time on mapping, FFT and modulation can be scaled with SCS. However, to reduce the latency, UE vendors normally use the fastest clock for most of processing. We can assume the UL ACK/NACK processing time is closed for each SCS. In that case, the values of N1 depend on the DL numerologies. 
Proposal 2-5: Table 3, table 4 and table 6 also apply to mixed numerologies scheduling. The values of N1 are determined using the DL numerology for mixed numerologies scheduling.
For the UL processing, N2 includes time for PDCCH processing and time for PUSCH processing. Time for PDCCH processing includes time for DL FFT, DL CE for PDCCH, demodulation, blind decoding, and DCI parsing. For the same reason, to reduce the latency, the processing time for PDCCH can be looked as invariant for all SCS. In that case, the change of N1 depends on the UL numerology change.
Proposal 2-6: Table 3, table 4 and table 6 also apply to mixed numerologies scheduling. The values of N2 are determined using the UL numerology for mixed numerologies scheduling.
2.4 Processing time for CA
For the small number of CCs, we can assume the same processing capability for each CC. We can take the values of non-CA as the baseline for CA in Rel-15.
Proposal 2-7: Table 3, table 4 and table 6 also apply to up to 4 CCs CA in Rel-15.
2.5 Processing time for retransmission

The conditions for processing time evaluation may be changed dynamically. Currently, there is no limitation for the transmission/retransmission scheduling. There is case that the initial transmission is slot-based scheduling while the retransmission is non-slot based scheduling as shown in the following figure. In the following example, assume SCS=15 kHz. D1 is a slot-based DL scheduling with front-loaded DMRS only. D2 is a non-slot based scheduling. Normal, if D1 and D2 are independently scheduled, we can assume N1 for D1 is 3OS and N1for D2 is 7 for a 4-OS scheduling using the capability in Table 6. However, if D2 is the retransmission of D1, then we need to perform the decoding of a TB with 14-OS length instead of 4-OS length.
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Figure 3. N1 for retransmission
To resolve this problem, one way is to keep the same conditions for initial transmission and retransmission. This may limit the scheduling flexibility. Another way is to relax the N1 values for retransmission. To save the work load for evaluation, N1 can take the maximum value for the same SCS. 

In addition, during the initial access procedure, there is no any UE capability information. The default processing time for the initial access procedure should be defined. The maximum values for all conditions under the same SCS can be considered as the default processing time.
Proposal 2-8: The default processing time will be defined. The default processing will be defined as the maximum values for all conditions under the same SCS. It will be used for retransmission and initial access procedure.
3  HARQ process number 

RAN1 has agreed that the maximum number of HARQ processes per carrier supported in NR is 8 or 16. For continuous DL transmission with peak DL data rate, the minimum number of DL HARQ process is 
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 is transmission delay. For contiguous UL transmission with peak UL data rate, the minimum number of UL HARQ processes is
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 is the timing between HARQ-ACK feedback for PUSCH and UL grant for retransmission.
In our previous documents [3]
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[4], we have shown that HARQ RTT will be greater than 
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 for some scenarios with longer transmission delay and shorter TTI length. 

In this paper, we give some further examples for HARQ RTT analysis based on current agreement on UE processing time. In the following example, if D3 is scheduled a 12-OS length PDSCH with additional DMRS, with the 13OS processing time, the earliest feedback transmission is the last symbol of U1. Because of the capacity limitation of 1-OS short PUCCH, not all UE’s scheduled reception at D3 can be scheduled feedback at the slot U1. Some UEs will be scheduled to transmit feedback at slot U2. gNB may not schedule the retransmission at D8 for several reasons, scheduling limitation, processing time limitation and so on. It totally depends on gNB. If the same timeline as LTE for gNB side is used, retransmission will be occurred at D11. The HARQ RTT is 10 slots. 
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Figure 4. HARQ RTT for LTE TDD configuration 2
Here is another example. We can assume that the TDD configurations for SCS 15 kHz and SCS 30 kHz are aligned in time to avoid interference. As shown in the following figure, at least 10 slots HARQ RTT for SCS 30 kHz should be supported in such deployment scenarios.
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Figure 5. HARQ RTT for mixed numerologies
Note that this is not the corner case. For some critical deployment scenarios, such as LTE TDD configuration 5, the earliest transmission opportunity for slot n is (n+10) as shown in the following figure. 
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Figure 6. HARQ timing for LTE TDD configuration 5
The configurations in LTE are defined based on the deployment scenarios from operators considering the coverage, traffic models and coexistence etc. We can assume the SFIs for NR are quite similar to the TDD configurations in LTE at least for TDD. Documents [4]

 REF _Ref484806241 \r \h 
[5]

 REF _Ref484806244 \r \h 
[6] have shown some the scenarios that the number of HARQ processes needs to be greater than 8. For example, based the assumptions in [4], the minimum number of HARQ process for peak data rate will be 11 for TTI length 0.125ms when
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=200s. In [5], the number of DL HARQ process is 13 for SCS 30kHz. In [6], the maximum number of HARQ processes can be 14 for very short TTI length as 0.25ms 
Based on these observations, we make the following proposals:
Proposal 3-1: The maximum number of DL HARQ processes per bandwidth part per carrier is 16 in NR. 
Proposal 3-2: The maximum number of UL HARQ processes per bandwidth part per carrier is 16 in NR. 
The required number of HARQ processes may vary with the numerologies and deployment scenarios. The network can decide the suitable number of HARQ processes based on all information, including UE HARQ processing capability, numerology and network deployment. The actual number of HARQ processes is up to gNB scheduling and thus included in DCI contents. To reduce the DCI overhead, the gNB can semi-statically configure UE a smaller number of HARQ processes than 16 per bandwidth part. RAN1 has agreed that maximum number of HARQ processes for unicast PDSCH is configured per cell for a UE. 
4 HARQ timing indication 
Regarding K1 and K2, one main motivation for flexible HARQ timing is different UE capabilities. For a UE with higher processing capability, shorter values for HARQ timing will be configured. On the other hand, for a UE with lower processing capability, more processing time is needed and accordingly longer HARQ timing values will be configured. Therefore, the configured timing values should take UE capability into account, i.e., no less than the minimum UE processing time reported by UE. The minimum values of K1 and K2 may be different under various subcarrier spacing and TTI duration configurations. Since a UE can support multiple numerologies in one carrier, it is better to configure the sets of HARQ-ACK timing values separately for different numerologies from the perspective of DCI cost. For instance, assuming minimum K1=2 for 15kHz SCS, we can configure a set of 2 values {2, 3} or 2 offset values {0, 1}; assuming minimum K1=4 for 60kHz SCS, we can configure a set of 2 values {4, 6} or 2 offset values {0, 2}. Then just 1 bit is needed for K1 field in DCI. If a single set of four values were used, a 2-bit field for K1 would be needed. Since HARQ-ACK resource is determined regardless different numerologies, the separate information fields in DCI for HARQ-ACK resource determination and HARQ-timing determination are need.
Proposal 4-1: Sets of HARQ timing values (at least include K1 and K2) or timing offset values are separately configured for different subcarriers spaces and/or data transmission durations. 
· The actual values of HARQ timing for slot-based scheduling and non-slot based scheduling are determined according to UE capability, i.e., no less than the minimum UE processing time reported by UE.

Proposal 4-2: The information fields in DCI for HARQ-ACK resource determination and HARQ-timing determination (at least include K1 field or K2 field) are separate.
In order to keep a low signaling overhead, the size of timing indication field should be minimized (e.g. 1~2 bits). Accordingly, the number of values within one set should be limited. To reduce the signaling overhead further, this field can be removed when the dynamic timing indication field is not necessary. In this case, when the HARQ timing indication field has 0-bit in DCI, it will indicate a default value of HARQ timing, which should be predefined according to the UE capability, i.e., no less than the minimum UE processing time reported by UE. 
Proposal 4-3: The size of fields for K0, K1 and K2 indication by DCI should be minimized (e.g., 1~2bits). 
· A default value can be predefined, and the default value is determined according to UE capability, i.e., no less than the minimum UE processing time reported by UE. 
5 HARQ-ACK multiplexing
5.1 Semi-static codebook

The remaining issue related semi-static codebook is how to determine the slots where the HARQ feedback for a PDSCH will be multiplexed. Different from LTE, NR does not have fixed HARQ-ACK bundling window since flexible and dynamic HARQ-ACK timing indication are introduced. Therefore, the associated set should be further studied and defined. One straightforward approach to configure UL association set semi-statically. On the other hand, UL association set can be implicitly derived from a set configured by RRC (e.g., possible K1 HARQ-ACK timing set). Considering different numerologies may be configured for SUL and DL PDSCH, time granularity of association set should be clarified. Noted that there was agreement that “the time granularity of a HARQ-ACK transmission on PUCCH, indicated in the DCI scheduling the PDSCH, is based on the numerology of PUCCH transmission” in RAN1#90 meeting, thus it is reasonable to configure the association set based on the numerology of PUCCH transmission. To this regard, when DL and UL are configured with same numerology, the number of slots where the HARQ feedback for a PDSCH will be multiplexed is equal to M as shown in Figure 7, where M is the size of configured HARQ-ACK feedback timing set. If DL subcarrier space is N times of SUL subcarrier space, the number of slots where the HARQ feedback for a PDSCH will be multiplexed is equal to M*N as shown in Figure 8.
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Figure 7. One example with the same numerology between DL grant and UL feedback 
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Figure 8. One example with different numerologies between DL grant and UL feedback 
Proposal 5-1: UL association set is derived from HARQ-ACK feedback timing set configured by higher-layer signaling where the time granularity is based on the numerology of PUCCH transmission.
· UL association set size is equal to M if DL and UL are configured with same numerology, where M is the size of configured HARQ-ACK feedback timing set.

· UL association set size is equal to M*N if DL subcarrier space is N times of SUL subcarrier space, where M is the size of configured HARQ-ACK feedback timing set.

5.2 Dynamic codebook

Comparing to semi-static HARQ-ACK codebook, dynamic HARQ-ACK codebook adaptation can reduce the unnecessary HARQ-ACK feedback. Especially, a DAI mechanism is used to help UEs to discover PDCCH(s) missed detections with sufficient reliability.

When considering dynamic HARQ-ACK codebook (per PUCCH group) for the case without CBG configuration, it was agreed to use LTE HARQ-ACK codebook mechanism based on counter DAI and total DAI as a starting point
 When UE is configured with CBG based retransmission, the number of CBG(s) of a TB may vary since TBS (MCS and number of scheduled PRBs) changes dynamically. To avoid misunderstanding on HARQ-ACK codebook size between gNB and UE due to DTX, the number of HARQ ACK bits for a TB can be equal to a value configured by higher layer signaling. Based on this assumption, DAI mechanism (counter DAI and total DAI is signaled/derived per PUCCH cell group) in LTE/LTE-A can work well, thus can be considered as a starting point.  Besides, CBG-level DAI was proposed to avoid ambiguities through encoding counter DAI and total DAI more than two bits. It can save some unnecessary feedback overhead at the cost of increased DL control overhead. Given that only one meeting cycles are left until completion data we propose to adopt a robust solution for HARQ feedback with CBG configuration. More advanced schemes can potentially be considered in later releases once the robustness problem has been solved.

Proposal 5-2: When considering dynamic HARQ-ACK codebook (per PUCCH group) with CBG configuration at least for one serving cell.
· Generate HARQ-ACK for maximum number of CBGs per TB across configured cells.

In NR, the maximum number of HARQ-ACK bits corresponding to one PDSCH is 8, and the total number of HARQ-ACK bits within a bundling window is much larger. Assume 8 CCs are configured and associate set size of each CC is 4, if dynamic HARQ-ACK codebook is configured, the codebook size can vary significantly.  e.g., from 8 (only 1 PDSCH within associate set is scheduled) to 8*8*4=256 (all possible PDSCHs are scheduled). Especially Considering aggregated HARQ-ACK feedback of multiple TBs in same UL slot (e.g., aggregated feedback of multiple carriers or multiple DL slot transmissions) and other UCI types (e.g., SR/RI(CRI)/PMI/CQI/BMI), the total payload may exceed the maximum payload limitation of UCI. As discussed in [90b-NR-32], NR should support reducing the total payload of UCI such that the total number of UCI bits through bundling of HARQ-ACK across CBGs within a TB (is equivalent to TB level feedback) can fit into the selected PUCCH resource/format.  Although some other bundling options (e.g., spatial bundling) were also provided, considering the channel correlation, the priority can be “Bundling of HARQ-ACK across CBGs > Bundling of HARQ-ACK in spatial domain > Bundling of HARQ-ACK in temporal domain”.  Noted that, it does not defeat the purpose of configuring CBG since bundling is applied only when the HARQ-ACK payload exceeds a threshold (i.e. determined by the configurable max code rate [90b-NR-37]).
Proposal 5-3: Dynamic HARQ-ACK bundling across CBGs belong to same TB when initial code rate in allocated PUCCH resources is more than configured code rate.
6 Conclusions
In this contribution we discussed the HARQ timing, multiplexing and bundling aspects for NR. 
For the HARQ processing time, we make the following observation and proposals: 
Observation 2-1: The UE HARQ processing time should be revisited in Rel-16 even for the normal capability UE.
Observation 2-2: The processing time for non-slot based scheduling should be considered case by case.
 Proposal 2-1:  Take table 3 as the baseline UE processing time capability in NR Release 15 at least for slot-based scheduling in the non-CA case with single numerology for PDCCH, PDSCH, and PUSCH.
Table 3. UE Processing Time and HARQ Timing (Capability #1)

	Configuration
	HARQ Timing Parameter
	Units
	15 KHz SCS
	30 KHz SCS
	60 KHz SCS
	120 KHz SCS

	Front-loaded DMRS only
	N1
	Symbols
	8
	10
	14
	21

	Front-loaded + additional DMRS
	N1
	Symbols
	13
	13
	17
	21

	Frequency-first RE-mapping
	N2
	Symbols
	9
	11
	17
	31


Proposal 2-2:  Take table 4 as the aggressive UE processing time capability in NR Release 15 at least for slot-based scheduling in the non-CA case with single numerology for PDCCH, PDSCH, and PUSCH.
Table 4. UE Processing Time and HARQ Timing (Capability #2)

	Configuration
	HARQ Timing Parameter
	Units
	15 KHz SCS
	30 KHz SCS

	Front-loaded DMRS only
	N1
	Symbols
	3
	5

	Frequency-first RE-mapping
	N2
	Symbols
	4
	6


Proposal 2-3:  Take table 6 as the UE processing time capability in NR Release 15 for non- slot-based scheduling in the non-CA case with single numerology for PDCCH, PDSCH, and PUSCH.
Table 6. UE Processing Time and HARQ Timing for Non-slot Based Scheduling
	Configurations
	Unit
	15 kHz
	30 kHz
	60 kHz

	N1
	2-OS Front-loaded DMRS only, 

4-OS Front-loaded DMRS only, 

7-OS Front-loaded + additional DMRS
	Symbols
	7
	9
	10

	
	7-OS Front-loaded DMRS only
	Symbols
	3
	6
	7

	N2

	2-OS, 4-OS, 7-OS
	Symbols
	3
	5
	11


Proposal 2-4: The minimum time period for any of two continuous scheduling should be no less than 125us.  The minimum time period for any of PDCCH monitoring occasion should be no less than 125us. Depends on the SCS, the minimum time period for any of two continuous scheduling is as following
· 2OSs for 15kHz SCS

· 4OSs for 30kHz SCS

· 7 OSs for 60kHz SCS

· 14 OSs for 120kHz SCS

Proposal 2-5: Table 3, table 4 and table 6 also apply to mixed numerologies scheduling. The values of N1 are determined using the DL numerology for mixed numerologies scheduling.
Proposal 2-6: Table 3, table 4 and table 6 also apply to mixed numerologies scheduling.The values of N2 are determined using the UL numerology for mixed numerologies scheduling.
Proposal 2-7: Table 3, table 4 and table 6 also apply to up to 4 CCs CA in Rel-15.
Proposal 2-8: The default processing time will be defined. The default processing will be defined as the maximum values for all conditions under the same SCS. It will be used for retransmission and initial access procedure.

For the maximum number of HARQ processes, we have the following proposals:
Proposal 3-1: The maximum number of DL HARQ processes per bandwidth part per carrier is 16 in NR. 
Proposal 3-2: The maximum number of UL HARQ processes per bandwidth part per carrier is 16 in NR. 
For the HARQ timing index, we have the following proposals:
Proposal 4-1: Sets of HARQ timing values (at least include K1 and K2) or timing offset values are separately configured for different subcarriers spaces and/or data transmission durations. 
· The actual values of HARQ timing for slot-based scheduling and non-slot based scheduling are determined according to UE capability, i.e., no less than the minimum UE processing time reported by UE.

Proposal 4-2: The information fields in DCI for HARQ-ACK resource determination and HARQ-timing determination (at least include K1 field or K2 field) are separate.
Proposal 4-3: The size of fields for K0, K1 and K2 indication by DCI should be minimized (e.g., 1~2bits). 
· A default value can be predefined, and the default value is determined according to UE capability, i.e., no less than the minimum UE processing time reported by UE.  
For the HARQ-ACK multiplexing, we have the following proposals:
Proposal 5-1: UL association set is derived from HARQ-ACK feedback timing set configured by higher-layer signaling where the time granularity is based on the numerology of PUCCH transmission.
· UL association set size is equal to M if DL and UL are configured with same numerology, where M is the size of configured HARQ-ACK feedback timing set.

· UL association set size is equal to M*N if DL subcarrier space is N times of SUL subcarrier space, where M is the size of configured HARQ-ACK feedback timing set.

Proposal 5-2: When considering dynamic HARQ-ACK codebook (per PUCCH group) with CBG configuration at least for one serving cell.
· Generate HARQ-ACK for maximum number of CBGs per TB across configured cells.

Proposal 5-3: Dynamic HARQ-ACK bundling across CBGs belong to same TB when initial code rate in allocated PUCCH resources is more than configured code rate.
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