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1 Introduction
In the last meeting [1], some agreements about the CRC attachment were given as follows:
Agreement:

· Number of bits for TB-level CRC is: LTB,CRC =24 bits, at least for TBs larger than a threshold (e.g. around 512 bits)
· FFS the value of LTB,CRC for TBs smaller than the threshold, and the value of the threshold (0 is not precluded)
· If a TB is segmented into 2 or more CBs after code block (CB) segmentation,
· CB-level CRC is applied, i.e., CRC bits are attached to each code block individually (as in LTE)
· Number bits for CB-level CRC is: 0 < LCB,CRC <= 24 bits
· Exact value(s) LCB,CRC are to be agreed after base graph(s) are agreed, taking into account inherent LDPC PC capability
· FFS whether for a code block group (CBG) containing 2 or more CBs but not all CBs of the TB, any additional CRC bits are attached to the CBG
· To be decide after decision on the value(s) of LCB,CRC 
Based on this agreement, this contribution gives some discussion about the number of bits for CB-level and CBG-level CRC. As a conclusion, we propose some criteria to determine the length.
2 Basic Consensuses
The discussion about CRC has thee aspects, such that TB-level, CBG-level, and CB-level. The basic consensuses about this issue can be summarized as follows:
(1) If a TB contains only one CB, only the TB-level CRC is applied.
(2) If a TB contains multiple CBs but only one CBG or all CBGs contain only one CB, only the TB-level and the CB-level CRC are applied.
(3) If a TB contains multiple CBGs containing multiple CBs, the CBG-level CRC may be applied.
(4) The number of CBs and the length of the CB-level CRC give direct influences to total overhead of the TB.
(5) LDPC codes have their own error-detection capability during their decoding procedure, and the performance is hard to predict since it can be varied by the structure of code, the decoding algorithm, and the noise circumstance.
With these consensuses, we derive some considerations to determine the length of the CB-level CRC and adoption of CBG-level CRC.
3 Considerations on CRC
Although the inherent LDPC PC capability of error detection is unstable and hard to be verified, many researches [2,3] shows that even at the worst case, sometimes the capability can show better performance than of 24-bit CRC. We made some observation that excluding the effects of design defects like unmanaged trapping sets, the capability increases with the larger number of PC bits.
Observation 1: The inherent LDPC PC capability of error detection can be increased with the lower code rate.
On the other hand, the resulting CRC overhead in the code block is determined by the code rate. More details are in the following observation and corresponding Figure 1.
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Figure 1. The CRC length, code rate and corresponding CRC overhead
Observation 2: By attaching l CRC bits, the codeword length increases by l/r bits with the code rate r.
Observation 2 says that the CRC overhead ratio increases as the code rate decreases for the same codeword length. Moreover, if multiple base graphs are adopted, the maximum information size in a CB can be relatively small for low code rate. The following proposal is about the CRC length from these observations.
Proposal 1: At least for the case of low code rate, a small-size CB-level CRC is applied.
The second proposal is about the necessity of CBG-level CRC from the similar motivation of Proposal 1. It assumes that a small-size CB-level CRC is applied for all code rates, and tries to equalize error-detection capability at CBG level.
Proposal 2: At least for the case of high code rate and small-size CB-level CRC, the CBG-level CRC is adopted.
Obviously, there exist cases that CBG-level CRC cannot be applied (e.g. CBG containing only one CB), so someone may suggest that the optimal CB-level CRC length depends on the number of CB in a CBG also. That is, there may be a lot of possible length of CB-level CRC consequently, with complicated determination process. Despite of this, the length can always be determined and operated without any additional signaling.
4 Summary
The following summarizes the observations and proposals in this contribution.
Observation 1: The inherent LDPC PC capability of error detection can be increased with the lower code rate.
Observation 2: By attaching l CRC bits, the codeword length increases by l/r bits with the code rate r.
Proposal 1: At least for the case of low code rate, small-size CB-level CRC is applied.
Proposal 2: At least for the case of high code rate and small-size CB-level CRC, the CBG-level CRC is adopted.
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